Diagnostic Error: Is Overconfidence the Problem?
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Foreword

After being misdiagnosed with pancreatic cancer in 1980, I founded the Computer Assisted Medical Diagnosis and Treatment Foundation to improve the accuracy of medical diagnosis. The foundation has sponsored programs to develop and evaluate computerized programs for medical diagnosis and to encourage physicians to use computers for their order entry. My role was insignificant, but as the result of much work by many people, substantial progress has been made. Physicians today are clearly more accepting of computer assistance and this movement is accelerating.

However, in 2006, I became worried after questioning my personal physicians as to why they did not use computers for diagnosis more often. Most explained that their diagnostic error rate was <1% and that computer use was time consuming. However, I had read that studies of diagnostic problem solving showed an error rate ranging from 5% to 10%. The physicians attributed the higher error rates to “other” less skilled physicians; few felt a need to improve their own diagnostic abilities.

From my perspective as a patient, even an error rate of 1% is unacceptable. It is ironic that most physicians I have asked are convinced there is much room for improvement in diagnosis—by other physicians. In my view, diagnostic error will be reduced only if physicians have a more realistic understanding of the amount of diagnostic errors they personally make. I believe that the accuracy of diagnosis can be best improved by informing physicians of the extent of their own (not others’) errors and urging them to personally take steps to reduce their own mistakes.

It is logical that physicians’ overconfidence in their ability inadvertently reduces the attention they give to reducing their own diagnostic errors. Unfortunately, this sensitive problem is rarely discussed and it is understudied. This supplement to The American Journal of Medicine, which features Drs. Eta S. Berner and Mark L. Graber’s comprehensive review of a broad range of literature on the extent of diagnostic errors, the causes, and strategies to reduce them, addresses that gap.

Drs. Berner and Graber conducted the literature review and developed a framework for strategies to address the problem. Their colleagues’ commentaries expand and refine our understanding of the causes of errors and the strategies to reduce them. The papers in this supplement confirm the extent of diagnostic errors and suggest improvement will best come by developing systems to provide physicians with better feedback on their own errors.

Hopefully this set of articles will inspire us to improve our own diagnostic accuracy and to develop systems that will provide diagnostic feedback to all physicians.

Paul Mongerson, BSME
From the Paul Mongerson Foundation within the Raymond James Charitable Endowment Fund

Requests for reprints should be addressed to: 7425 Pelican Bay Boulevard, Apartment 703, Naples, FL 34108.
E-mail address: pmongerson@aol.com
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Introduction

This supplement to The American Journal of Medicine centers on the widely acknowledged occurrence of frequent errors in medical practice, especially in medical diagnosis. In the featured article, Drs. Eta S. Berner and Mark L. Graber bring our attention directly to the paucity of penitents among the crowd of seemingly unaware sinners. They convincingly demonstrate that we physicians lack strong direct and timely feedback about our decisions. Given that most medical decisions, however curious our reasoning, actually work relatively well within our chosen practice situation, we are not acutely anxious about oversights. In other words, the average day does not confront us with our errors.

Drs. Berner and Graber summarize an extensive body of scholarly writing about teaching, learning, reasoning, and decision making as it relates to diagnostic error and overconfidence, which is expanded upon by their colleagues. In the first commentary, Drs. Pat Croskerry and Geoff Norman review 2 modes of clinical reasoning in an effort to better understand the processes underlying overconfidence. Ms. Beth Crandall and Dr. Robert L. Wears highlight gaps in knowledge about the nature of diagnostic problems, emphasizing the limitations of applying static models to the messy world of clinical practice. Clearly, many experts are concerned about these processes. I commend this volume to any professional or lay reader who thinks it is easy to bring medical decision making closer to the ideal.

One finds a theme repeating in these carefully reasoned papers: namely, that, as phrased by Dr. Gordon L. Schiff in the fourth commentary, “Learning and feedback are inseparable.” This issue is addressed from a variety of perspectives. In the third commentary, Drs. Jenny W. Rudolph and J. Bradley Morrison provide an expanded model of the fundamental feedback processes involved in diagnostic problem solving, highlighting particular leverage points for avoiding error. Dr. Schiff explicates the numerous barriers to adequate feedback and follow-up in the real world of clinical practice and emphasizes the need for a systematic tracking approach over time that fully involves patients. In the final commentary, Dr. Graber identifies stakeholders interested in medical diagnosis and provides recommendations to help each reduce diagnostic error.

These papers sound a second theme, also worth noting. That is, medical practitioners really do not use systems designed to aid their diagnostic decision making. The exception is the case already recognized to be miserably complex or misdiagnosed! This fits my own experience. In the 1980s, I developed a system to aid medical reasoning called CONSIDER. Its purpose was to increase the likelihood that the correct diagnosis appeared on the list of differential diagnoses considered by the physician. Although surprisingly apt (and offered free of charge by Missouri Regional Medical Program), the system produced many astonishing and, at times, amusing anecdotal reports, particularly regarding “tough” cases, but no rush to employment or major changes in mortality rates.

Consequently, I sympathize with and respectfully salute these present efforts to study diagnostic decision making and to remedy its weaknesses. In closing, I applaud especially the suggestions to systematize the incorporation of the “downstream” experiences and participation of the patients in all efforts to improve the diagnostic process. These problems likely will not get better until the average day does confront us with our errors.

Donald A.B. Lindberg, MD
Director, National Library of Medicine
National Institutes of Health
Department of Health and Human Services
Bethesda, Maryland, USA
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ABSTRACT

The great majority of medical diagnoses are made using automatic, efficient cognitive processes, and these diagnoses are correct most of the time. This analytic review concerns the exceptions: the times when these cognitive processes fail and the final diagnosis is missed or wrong. We argue that physicians in general underappreciate the likelihood that their diagnoses are wrong and that this tendency to overconfidence is related to both intrinsic and systemically reinforced factors. We present a comprehensive review of the available literature and current thinking related to these issues. The review covers the incidence and impact of diagnostic error, data on physician overconfidence as a contributing cause of errors, strategies to improve the accuracy of diagnostic decision making, and recommendations for future research. © 2008 Elsevier Inc. All rights reserved.
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Not only are they wrong but physicians are “walking . . . in a fog of misplaced optimism” with regard to their confidence.

—Fran Lowry

Mongerson2 describes in poignant detail the impact of a diagnostic error on the individual patient. Large-scale surveys of patients have shown that patients and their physicians perceive that medical errors in general, and diagnostic errors in particular, are common and of concern. For instance, Blendon and colleagues3 surveyed patients and physicians on the extent to which they or a member of their family had experienced medical errors, defined as mistakes that “result in serious harm, such as death, disability, or additional or prolonged treatment.” They found that 35% of physicians and 42% of patients reported such errors.

A more recent survey of 2,201 adults in the United States commissioned by a company that markets a diagnostic decision-support tool found similar results.4 In that survey, 35% experienced a medical mistake in the past 5 years involving themselves, their family, or friends; half of the mistakes were described as diagnostic errors. Of these, 35% resulted in permanent harm or death. Interestingly, 55% of respondents listed misdiagnosis as the greatest concern when seeing a physician in the outpatient setting, while 23% listed it as the error of most concern in the hospital setting. Concerns about medical errors also were reported by 38% of patients who had recently visited an emergency department; of these, the most common worry was misdiagnosis (22%).5

These surveys show that patients report frequent experience with diagnostic errors and/or that these errors are of significant concern for them in their encounters with the healthcare system. However, as pointed out in an editorial by Tierney,6 patients may not always interpret adverse events accurately, or may differ with their physicians as to the reason for the adverse event. For this reason, we have reviewed the scientific literature on the incidence and impact of diagnostic error and have examined the literature on overconfidence as a contributing cause of diagnostic errors. In the latter portion of this article we review the literature on the effectiveness of potential strategies to reduce diagnostic error and recommend future directions for research.
INCIDENCE AND IMPACT OF DIAGNOSTIC ERROR

We reviewed the scientific literature with several questions in mind: (1) What is the extent of incorrect diagnosis? (2) What percentage of documented adverse events can be attributed to diagnostic errors and, conversely, how often do diagnostic errors lead to adverse events? (3) Has the rate of diagnostic errors decreased over time?

What is the Extent of Incorrect Diagnosis?

Diagnostic errors are encountered in every specialty, and are generally lowest for the 2 perceptual specialties, radiology and pathology, which rely heavily on visual interpretation. An extensive knowledge base and expertise in visual pattern recognition serve as the cornerstones of diagnosis for radiologists and pathologists. The error rates in clinical radiology and anatomic pathology probably range from 2% to 5%, although much higher rates have been reported in certain circumstances. The typically low error rates in these specialties should not be expected in those practices and institutions that allow x-rays to be read by frontline clinicians who are not trained radiologists. For example, in a study of x-rays interpreted by emergency department physicians because a staff radiologist was unavailable, up to 16% of plain films and 35% of cranial computed tomography (CT) studies were misread.

Error rates in the clinical specialties are higher than in perceptual specialties, consistent with the added demands of data gathering and synthesis. A study of admissions to British hospitals reported that 6% of the admitting diagnoses were incorrect. The emergency department requires complex decision making in settings of above-average uncertainty and stress. The rate of diagnostic error in this arena ranges from 0.6% to 12%.

Based on his lifelong experience studying diagnostic decision making, Elstein estimated that the rate of diagnostic error in clinical medicine was approximately 15%. In this section, we review data from a wide variety of sources that suggest this estimate is reasonably correct.

Second Opinions and Reviews. Several studies have examined changes in diagnosis after a second opinion. Kedar and associates, using telemedicine consultations with specialists in a variety of fields, found a 5% change in diagnosis. There is a wealth of information in the perceptual specialties using second opinions to judge the rate of diagnostic error. These studies report a variable rate of discordance, some of which represents true error, and some is disagreement in interpretation or nonstandard defining criteria. It is important to emphasize that only a fraction of the discordance in these studies was found to cause harm.

Dermatology. Most studies focused on the diagnosis of pigmented lesions (e.g., ruling out melanoma). For example, in a study of 5,136 biopsies, a major change in diagnosis was encountered in 11% on second review. Roughly 1% of diagnoses were changed from benign to malignant, roughly 1% were downgraded from malignant to benign, and in roughly 8% the tumor grade was changed enough to alter treatment.

Anatomic Pathology. There have been several attempts to determine the true extent of diagnostic error in anatomic pathology, although the standards used to define an error in this field are still evolving. In 2000, The American Society of Clinical Pathologists convened a consensus conference to review second opinions in anatomic pathology. In 1 such study, the pathology department at the Johns Hopkins Hospital required a second opinion on each of the 6,171 specimens obtained over an 18-month period; discordance resulting in a major change of treatment or prognosis was found in just 1.4% of these cases. A similar study at Hershey Medical Center in Pennsylvania identified a 5.8% incidence of clinically significant changes. Disease-specific incidences ranged from 1.3% in prostate samples to 5% in tissues from the female reproductive tract and 10% in cancer patients. Certain tissues are notoriously difficult; for example, discordance rates range from 20% to 25% for lymphomas and sarcomas.

Radiology. Second readings in radiology typically disclose discordance rates in the range of 2% to 20% for most general radiology imaging formats, although higher rates have been found in some studies. The discordance rate in practice seems to be <5% in most cases.

Mammography has attracted the most attention in regard to diagnostic error in radiology. There is substantial variability from one radiologist to another in the ability to accurately detect breast cancer, and it is estimated that 10% to 30% of breast cancers are missed on mammography. A recent study of breast cancer found that the diagnosis was inappropriately delayed in 9%, and a third of these reflected misreading of the mammogram. In addition to missing cancer known to be present, mammographers can be overly aggressive in reading studies, frequently recommending biopsies for what turn out to be benign lesions. Given the differences regarding insurance coverage and the medical malpractice systems between the United States and the United Kingdom, it is not surprising that women in the United States are twice as likely as women in the United Kingdom to have a negative biopsy.

Studies of Specific Conditions. Table 1 is a sampling of studies that have measured the rate of diagnostic error in specific conditions. An unsettling consistency emerges: the frequency of diagnostic error is disappointingly high. This is true for both relatively benign conditions and disorders where rapid and accurate diagnosis is essential, such as myocardial infarction, pulmonary embolism, and dissecting or ruptured aortic aneurysms.
Table 1  Sampling of Diagnostic Error Rates in Specific Conditions

<table>
<thead>
<tr>
<th>Study</th>
<th>Conditions</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shojania et al (2002)</td>
<td>Pulmonary TB</td>
<td>Review of autopsy studies that have specifically focused on the diagnosis of pulmonary TB; ~50% of these diagnoses were not suspected antemortem</td>
</tr>
<tr>
<td>Pidenda et al (2001)</td>
<td>Pulmonary embolism</td>
<td>Review of fatal embolism over a 5-yr period at a single institution. Of 67 patients who died of pulmonary embolism, the diagnosis was not suspected clinically in 37 (55%)</td>
</tr>
<tr>
<td>Lederle et al (1994), von Kodolitsch et al (2000)</td>
<td>Ruptured aortic aneurysm</td>
<td>Review of all cases at a single medical center over a 7-yr period. Of 23 cases involving abdominal aneurysms, diagnosis of ruptured aneurysm was initially missed in 14 (61%); in patients presenting with chest pain, diagnosis of dissecting aneurysm of the proximal aorta was missed in 35% of cases</td>
</tr>
<tr>
<td>Edlow (2005)</td>
<td>Subarachnoid hemorrhage</td>
<td>Updated review of published studies on subarachnoid hemorrhage: ~30% are misdiagnosed on initial evaluation</td>
</tr>
<tr>
<td>Burton et al (1998)</td>
<td>Cancer detection</td>
<td>Autopsy study at a single hospital: of the 250 malignant neoplasms found at autopsy, 111 were either misdiagnosed or undiagnosed, and in 57 of the cases the cause of death was judged to be related to the cancer</td>
</tr>
<tr>
<td>Beam et al (1996)</td>
<td>Breast cancer</td>
<td>50 accredited centers agreed to review mammograms of 79 women, 45 of whom had breast cancer; the cancer would have been missed in 21%</td>
</tr>
<tr>
<td>McGinnis et al (2002)</td>
<td>Melanoma</td>
<td>Second review of 5,136 biopsy samples; diagnosis changed in 11% (1.1% from benign to malignant, 1.2% from malignant to benign, and 8% had a change in tumor grade)</td>
</tr>
<tr>
<td>Perlis (2005)</td>
<td>Bipolar disorder</td>
<td>The initial diagnosis was wrong in 69% of patients with bipolar disorder and delays in establishing the correct diagnosis were common</td>
</tr>
<tr>
<td>Graff et al (2000)</td>
<td>Appendicitis</td>
<td>Retrospective study at 12 hospitals of patients with abdominal pain and operations for appendicitis. Of 1,026 patients who had surgery, there was no appendicitis in 110 (10.5%); of 916 patients with a final diagnosis of appendicitis, the diagnosis was missed or wrong in 170 (18.6%)</td>
</tr>
<tr>
<td>Raab et al (2005)</td>
<td>Cancer pathology</td>
<td>The frequency of errors in diagnosing cancer was measured at 4 hospitals over a 1-yr period. The error rate of pathologic diagnosis was 2%–9% for gynecology cases and 5%–12% for nongynecology cases; errors represented sampling deficiencies, preparation problems, and mistakes in histologic interpretation</td>
</tr>
<tr>
<td>Buchweitz et al (2005)</td>
<td>Endometriosis</td>
<td>Digital videotapes of laparoscopies were shown to 108 gynecologic surgeons; the interobserver agreement regarding the number of lesions was low (18%)</td>
</tr>
<tr>
<td>Gorter et al (2002)</td>
<td>Psoriatic arthritis</td>
<td>1 of 2 SPs with psoriatic arthritis visited 23 rheumatologists; the diagnosis was missed or wrong in 9 visits (39%)</td>
</tr>
<tr>
<td>Bogun et al (2004)</td>
<td>Atrial fibrillation</td>
<td>Review of automated ECG interpretations read as showing atrial fibrillation; 35% of the patients were misdiagnosed by the machine, and the error was detected by the reviewing clinician only 76% of the time</td>
</tr>
<tr>
<td>Arnon et al (2006)</td>
<td>Infant botulism</td>
<td>Study of 129 infants in California suspected of having botulism during a 5-yr period; only 50% of the cases were suspected at the time of admission</td>
</tr>
<tr>
<td>Edelman (2002)</td>
<td>Diabetes mellitus</td>
<td>Retrospective review of 1,426 patients with laboratory evidence of diabetes mellitus (glucose &gt;200 mg/dL* or hemoglobin A1c &gt;7%); there was no mention of diabetes in the medical record of 18% of patients</td>
</tr>
<tr>
<td>Russell et al (1988)</td>
<td>Chest x-rays in the ED</td>
<td>One third of x-rays were incorrectly interpreted by the ED staff compared with the final readings by radiologists</td>
</tr>
</tbody>
</table>

ECG = electrocardiograph; ED = emergency department; SP = standardized patient; TB = tuberculosis.

*1 mg/dL = 0.05551 mmol/L.

Adapted from Advances in Patient Safety: From Research to Implementation.\textsuperscript{31}
Autopsy Studies. The autopsy has been described as “the most powerful tool in the history of medicine”47 and the “gold standard” for detecting diagnostic errors. Richard Cabot correlated case records with autopsy findings in several thousand patients at Massachusetts General Hospital, concluding in 1912 that the clinical diagnosis was wrong 40% of the time.48,49 Similar discrepancies between clinical and autopsy diagnoses were found in a more recent study of geriatric patients in the Netherlands.50 On average, 10% of autopsies revealed that the clinical diagnosis was wrong, and 25% revealed a new problem that had not been suspected clinically. Although a fraction of these discrepancies reflected incidental findings of no clinical significance, major unexpected discrepancies that potentially could have changed the outcome were found in approximately 10% of all autopsies.32,51

Shojania and colleagues32 point out that autopsy studies only provide the error rate in patients who die. Because the diagnostic error rate is almost certainly lower among patients with the condition who are still alive, error rates measured solely from autopsy data may be distorted. That is, clinicians are attempting to make the diagnosis among living patients before death, so the more relevant statistic in this setting is the sensitivity of clinical diagnosis. For example, whereas autopsy studies suggest that fatal pulmonary embolism is misdiagnosed approximately 55% of the time (see Table 1), the misdiagnosis rate for all cases of pulmonary embolism is only 4%. Shojania and associates32 argue that a large discrepancy also exists regarding the misdiagnosis rate for myocardial infarction: although autopsy data suggest roughly 20% of these events are missed, data from the clinical setting (patients presenting with chest pain or other relevant symptoms) indicate that only 2% to 4% are missed.

Studies Using Standardized Cases. One method of testing diagnostic accuracy is to control for variations in case presentation by using standardized cases that can enable comparisons of performance across physicians. One such approach is to incorporate what are termed standardized patients (SPs). Usually, SPs are lay individuals trained to portray a specific case or are individuals with certain clinical conditions trained to be study subjects.52,53 Diagnostic errors are inevitably detected when physicians are tested with SPs or standardized case scenarios.42,54 For example, when asked to evaluate SPs with common conditions in a clinic setting, internists missed the correct diagnosis 13% of the time.55 Other studies using different types of standardized cases have found that not only is there variation between providers who analyze the same case27,56 but that physicians can even disagree with themselves when presented again with a case they have previously diagnosed.57

What Percentage of Adverse Events is Attributable to Diagnostic Errors and What Percentage of Diagnostic Errors Leads to Adverse Events?

Data from large-scale, retrospective, chart-review studies of adverse events have shown a high percentage of diagnostic errors. In the Harvard Medical Practice Study of 30,195 hospital records, diagnostic errors accounted for 17% of adverse events.58,59 A more recent follow-up study of 15,000 records from Colorado and Utah reported that diagnostic errors contributed to 6.9% of the adverse events.60 Using the same methodology, the Canadian Adverse Events Study found that 10.5% of adverse events were related to diagnostic procedures.61 The Quality in Australian Health Care Study identified 2,351 adverse events related to hospitalization, of which 20% represented delays in diagnosis or treatment and 15.8% reflected failure to “synthesize/decide/act on” information.62 A large study in New Zealand examined 6,579 inpatient medical records from admissions in 1998 and found that diagnostic errors accounted for 8% of adverse events; 11.4% of those were judged to be preventable.63

Error Databases. Although of limited use in quantifying the absolute incidence of diagnostic errors, voluntary error-reporting systems provide insight into the relative incidence of diagnostic errors compared with medication errors, treatment errors, and other major categories. Out of 805 voluntary reports of medical errors from 324 Australian physicians, there were 275 diagnostic errors (34%) submitted over a 20-month period.64 Compared with medication and treatment errors, diagnostic errors were judged to have caused the most harm, but were the least preventable. A smaller study reported a 14% relative incidence of diagnostic errors from Australian physicians and 12% from physicians of other countries.65 Mandatory error-reporting systems that rely on self-reporting typically yield fewer error reports than are found using other methodologies. For example, only 9 diagnostic errors were reported out of almost 1 million ambulatory visits over a 5.5-year period in a large healthcare system.66

Diagnostic errors are the most common adverse event reported by medical trainees.67,68 Notably, of the 29 diagnostic errors reported voluntarily by trainees in 1 study, none of these were detected by the hospital’s traditional incident-reporting mechanisms.68

Malpractice Claims. Diagnostic errors are typically the leading or the second-leading cause of malpractice claims in the United States and abroad.69–72 Surprisingly, the vast majority of claims filed reflect a very small subset of diagnoses. For example, 93% of claims in the Australian registry reflect just 6 scenarios (failure to diagnose cancer, injuries after trauma, surgical problems, infections, heart attacks, and venous thromboembolic disease).73 In a recent study of malpractice claims,74 diagnostic errors were equally preva-
lent in successful and unsuccessful claims and represented 30% of all claims.

The percentage of diagnostic errors that leads to adverse events is the most difficult to determine, in that the prospective tracking needed for these studies is rarely done. As Schiff,75 Redelmeier,76 and Gandhi and colleagues77 advocate, much better methods for tracking and follow-up of patients are needed. For some authors, diagnostic errors that do not result in serious harm are not even considered misdiagnoses.78 This is little consolation, however, for the patients who suffer the consequences of these mistakes. The increasing adoption of electronic medical records, especially in ambulatory practices, will lead to better data for answering this question; research should be conducted to address this deficiency.

Has the Diagnostic Error Rate Changed Over Time?

Autopsy data provide us the opportunity to see whether the rate of diagnostic errors has decreased over time, reflecting the many advances in medical imaging and diagnostic testing. Only 3 major studies have examined this question. Goldman and colleagues79 analyzed 100 randomly selected autopsies from the years 1960, 1970, and 1980 at a single institution in Boston and found that the rate of misdiagnosis was stable over time. A more recent study in Germany used a similar approach to study autopsies over a range of 4 decades, from 1959 to 1989. Although the autopsy rate decreased over these years from 88% to 36%, the misdiagnosis rate was stable.78

Shojania and colleagues80 propose that the near-constant rate of misdiagnosis found at autopsy over the years probably reflects 2 factors that offset each other: diagnostic accuracy actually has improved over time (more knowledge, better tests, more skills), but as the autopsy rate declines, there is a tendency to select only the more challenging clinical cases for autopsy, which then have a higher likelihood of diagnostic error. A longitudinal study of autopsies in Switzerland (constant 90% autopsy rate) supports that the absolute rate of diagnostic errors is, as suggested, decreasing over time.81

Summary

In aggregate, studies consistently demonstrate a rate of diagnostic error that ranges from <5% in the perceptual specialties (pathology, radiology, dermatology) up to 10% to 15% in most other fields.

It should be noted that the accuracy of clinical diagnosis in practice may differ from that suggested by most studies assessing error rates. Some of the variability in the estimates of diagnostic errors described may be attributed to whether researchers first evaluated diagnostic errors (not all of which will lead to an adverse event) or adverse events (which will miss diagnostic errors that do not cause significant injury or disability). In addition, basing conclusions about the extent of misdiagnosis on the patients who died and had an autopsy, or who filed malpractice claims, or even who had a serious disease leads to overestimates of the extent of errors, because such samples are not representative of the vast majority of patients seen by most clinicians. On the other hand, given the fragmentation of care in the outpatient setting, the difficulty of tracking patients, and the amount of time it often takes for a clear picture of the disease to emerge, these data may actually underestimate the extent of error, especially in ambulatory settings.82 Although the exact frequency may be difficult to determine precisely, it is clear that an extensive and ever-growing literature confirms that diagnostic errors exist at nontrivial and sometimes alarming rates. These studies span every specialty and virtually every dimension of both inpatient and outpatient care.

Physician Overconfidence

“. . . what discourages autopsies is medicine’s twenty-first century, tall-in-the-saddle confidence.”

“When someone dies, we already know why. We don’t need an autopsy to find out. Or so I thought.”

—Atul Gawande83

“He who knows best knows how little he knows.”

—attributed to Thomas Jefferson84

“Doctors think a lot of patients are cured who have simply quit in disgust.”

—attributed to Don Herold85

As Kirch and Schafii78 note, autopsies not only document the presence of diagnostic errors, they also provide an opportunity to learn from one’s errors (errando discimus) if one takes advantage of the information. The rate of autopsy in the United States is not measured any more, but is widely assumed to be significantly <10%. To the extent that this important feedback mechanism is no longer a realistic option, clinicians have an increasingly distorted view of their own error rates. In addition to the lack of autopsies, as the above quote by Gawande indicates, physician overconfidence may prevent them from taking advantage of these important lessons. In this section, we review studies related to physician overconfidence and explore the possibility that this is a major factor contributing to diagnostic error.86 Overconfidence may have both attitudinal as well as cognitive components and should be distinguished from complacency.

There are several reasons for separating the various aspects of overconfidence and complacency: (1) Some areas have undergone more research than others. (2) The strategies for addressing these 2 qualities may be different. (3) Some aspects are more amenable to being addressed than others. (4) Some may be a more frequent cause of misdiagnoses than others.

Attitudinal Aspects of Overconfidence

This aspect (i.e., “I know all I need to know”) is reflected within the more pervasive attitude of arrogance, an outlook
that expresses disinterest in any decision support or feedback, regardless of the specific situation.

Comments like those quoted at the beginning of this section reflect the perception that physicians are arrogant and pervasively overconfident about their abilities; however, the data on this point are mostly indirect. For example, the evidence discussed above—that autopsies are on the decline despite their providing useful data—inferentially provides support for the conclusion that physicians do not think they need diagnostic assistance. Substantially more data are available on a similar line of evidence, namely, the general tendency on the part of physicians to disregard, or fail to use, decision-support resources.

**Knowledge-Seeking Behavior.** Research shows that physicians admit to having many questions that could be important at the point of care, but which they do not pursue. Even when information resources are automated and easily accessible at the point of care with a computer, Rosenbloom and colleagues found that a tiny fraction of the resources were actually used. Although the method of accessing resources affected the degree to which they were used, even when an indication flashed on the screen that relevant information was available, physicians rarely reviewed it.

**Response to Guidelines and Decision-Support Tools.** A second area related to the attitudinal aspect is research on physician response to clinical guidelines and to output from computerized decision-support systems, often in the form of guidelines, alerts, and reminders. A comprehensive review of medical practice in the United States found that the care provided deviated from recommended best practices half of the time. For many conditions, consensus exists on the best treatments and the recommended goals; nevertheless, these national clinical guidelines have a high rate of non-compliance. The treatment of high cholesterol is a good example: although 95% of physicians were aware of lipid treatment guidelines from a recent study, they followed these guidelines only 18% of the time. Decision-support tools have the potential to improve care and decrease variations in care delivery, but, unfortunately, clinicians disregard them, even in areas where care is known to be suboptimal and the support tool is well integrated into their workflow.

In part, this disregard reflects the inherent belief on the part of many physicians that their practice conforms to consensus recommendations, when in fact it does not. For example, Steinman and colleagues were unable to find a significant correlation between perceived and actual adherence to hypertension treatment guidelines in a large group of primary care physicians.

Similarly, because treatment guidelines are frequently dependent on accurate diagnoses, if the clinician does not recognize the diagnosis, the guideline may not be invoked. For instance, Tierney and associates implemented computer-based guidelines for asthma that did not work successfully, in part because physicians did not consider certain cases to be asthma even though they met identified clinical criteria for the condition.

Timmermans and Mauck suggest that the high rate of noncompliance with clinical guidelines relates to the sociology of what it means to be a professional. Being a professional connotes possessing expert knowledge in an area and functioning relatively autonomously. In a similar vein, Tanenbaum worries that evidence-based medicine will decrease the “professionalism” of the physician. van der Sijs and colleagues suggest that the frequent overriding of computerized alerts may have a positive side in that it shows clinicians are not becoming overly dependent on an imperfect system. Although these authors focus on the positive side to professionalism, the converse, a pervasive attitude of overconfidence, is certainly a possible explanation for the frequent overrides. At the very least, as Katz noted many years ago, the discomfort in admitting uncertainty to patients that many physicians feel can mask inherent uncertainties in clinical practice even to the physicians themselves. Physicians do not tolerate uncertainty well, nor do their patients.

**Cognitive Aspects of Overconfidence**

The cognitive aspect (i.e., “not knowing what you don’t know”) is situation specific, that is, in a particular instance, the clinician thinks he/she has the correct diagnosis, but is wrong. Rarely, the reason for not knowing may be lack of knowledge per se, such as seeing a patient with a disease that the physician has never encountered before. More commonly, cognitive errors reflect problems gathering data, such as failing to elicit complete and accurate information from the patient; failure to recognize the significance of data, such as misinterpreting test results; or most commonly, failure to synthesize or “put it all together.” This typically includes a breakdown in clinical reasoning, including using faulty heuristics or “cognitive dispositions to respond,” as described by Croskerry. In general, the cognitive component also includes a failure of metacognition (the willingness and ability to reflect on one’s own thinking processes and to critically examine one’s own assumptions, beliefs, and conclusions).

**Direct Evidence of Overconfidence.** A direct approach to studying overconfidence is to simply ask physicians how confident they are in their diagnoses. Studies examining the cognitive aspects of overconfidence generally have examined physicians’ expressed confidence in specific diagnoses, usually in controlled “laboratory” settings rather than studies in actual practice settings. For instance, Friedman and colleagues used case scenarios to examine the accuracy of physicians’, residents’, and medical students’ actual diagnoses compared with how confident they were that their diagnoses were correct. The researchers found that residents had the greatest mismatch. That is, medical students were
both least accurate and least confident, whereas attending physicians were the most accurate and highly confident. Residents, on the other hand, were more confident about the correctness of their diagnoses, but they were less accurate than the attending physicians.

Berner and colleagues, while not directly assessing confidence, found that residents often stayed wedded to an incorrect diagnosis even when a diagnostic decision support system suggested the correct diagnosis. Similarly, experienced dermatologists were confident in diagnosing melanoma in >50% of test cases, but were wrong in 30% of these decisions. In test settings, physicians are also overconfident in treatment decisions. These studies were done with simulated clinical cases in a formal research setting and, although suggestive, it is not clear that the results would be the same with cases seen in actual practice.

Concrete and definite evidence of overconfidence in medical practice has been demonstrated at least twice, using autopsy findings as the gold standard. Podbregar and colleagues studied 126 patients who died in the ICU and underwent autopsy. Physicians were asked to provide the clinical diagnosis and also their level of uncertainty: level 1 represented complete certainty, level 2 indicated minor uncertainty, and level 3 designated major uncertainty. The rates at which the autopsy showed significant discrepancies between the clinical and postmortem diagnosis were essentially identical in all 3 of these groups. Specifically, clinicians who were “completely certain” of the diagnosis ante-mortem were wrong 40% of the time. Similar findings were reported by Landefeld and coworkers: the level of physician confidence showed no correlation with their ability to predict the accuracy of their clinical diagnosis. Additional direct evidence of overconfidence has been demonstrated in studies of radiologists given sets of “unknown” films to classify as normal or abnormal. Potchen found that diagnostic accuracy varied among a cohort of 95 board-certified radiologists. The top 20 had an aggregate accuracy rate of 95%, compared with 75% for the bottom 20. Yet, the confidence level of the worst performers was actually higher than that of the top performers.

Causes of Cognitive Error. Retrospective studies of the accuracy of diagnoses in actual practice, as well as the autopsy and other studies described previously, have attempted to determine reasons for misdiagnosis. Most of the cognitive errors in diagnosis occur during the “synthesis” step, as the physician integrates his/her medical knowledge with the patient’s history and findings. This process is largely subconscious and automatic.

Heuristics. Research on these automatic responses has revealed a wide variety of heuristics (subconscious rules of thumb) that clinicians use to solve diagnostic puzzles. Croskerry calls these responses our “cognitive predispositions to respond.” These heuristics are powerful clinical tools that allow problems to be solved quickly and, typically, correctly. For example, a clinician seeing a weekend gardener with linear streaks of intensely itchy vesicles on the legs easily diagnoses the patient as having a contact sensitivity to poison ivy using the availability heuristic. He or she has seen many such reactions because this is a common problem, and it is the first thing to come to mind. The representativeness heuristic would be used to diagnose a patient presenting with chest pain if the pain radiates to the back, varies with posture, and is associated with a cardiac friction rub. This patient has pericarditis, an extremely uncommon reason for chest pain, but a condition with a characteristic clinical presentation.

Unfortunately, the unconscious use of heuristics can also predispose to diagnostic errors. If a problem is solved using the availability heuristic, for example, it is unlikely that the clinician considers a comprehensive differential diagnosis, because the diagnosis is so immediately obvious, or so it appears. Similarly, using the representativeness heuristic predisposes to base rate errors. That is, by just matching the patient’s clinical presentation to the prototypical case, the clinician may not adequately take into account that other diseases may be much more common and may sometimes present similarly.

Additional cognitive errors are described below. Of these, premature closure and the context errors are the most common causes of cognitive error in internal medicine.

Premature Closure. Premature closure is narrowing the choice of diagnostic hypotheses too early in the process, such that the correct diagnosis is never seriously considered. This is the medical equivalent of Herbert Simon’s concept of “satisficing.” Once our minds find an adequate solution to whatever problem we are facing, we tend to stop thinking of additional, potentially better solutions.

Confirmation Bias and Related Biases. These biases reflect the tendency to seek out data that confirm one’s original idea rather than to seek out disconfirming data.

Context Errors. Very early in clinical problem solving, healthcare practitioners start to characterize a problem in terms of the organ system involved, or the type of abnormality that might be responsible. For example, in the instance of a patient with new shortness of breath and a past history of cardiac problems, many clinicians quickly jump to a diagnosis of congestive heart failure, without consideration of other causes of the shortness of breath. Similarly, a patient with abdominal pain is likely to be diagnosed as having a gastrointestinal problem, although sometimes organs in the chest can present in this fashion. In these situations, clinicians are biased by the history, a previously established diagnosis, or other factors, and the case is formulated in the wrong context.

Clinical Cognition. Relevant research has been conducted on how physicians make diagnoses in the first place. Early
work by Elstein and associates,\textsuperscript{121} and Barrows and colleagues\textsuperscript{122–124} showed that when faced with what is perceived as a difficult diagnostic problem, physicians gather some initial data and very quickly often within seconds, develop diagnostic hypotheses. They then gather more data to evaluate these hypotheses and finally reach a diagnostic conclusion. This approach has been referred to as a hypothetico-deductive mode of diagnostic reasoning and is similar to the traditional descriptions of the scientific method.\textsuperscript{121} It is during this evaluation process that the problems of confirmation bias and premature closure are likely to occur.

Although hypothetico-deductive models may be followed for situations perceived as diagnostic challenges, there is also evidence that as physicians gain experience and expertise, most problems are solved by some sort of pattern-recognition process, either by recalling prior similar cases, attending to prototypical features, or other similar strategies.\textsuperscript{125–129} As Eva and Norman\textsuperscript{130} and Klein\textsuperscript{128} have emphasized, most of the time this pattern recognition serves the clinician well. However, it is during the times when it does not work, whether because of lack of knowledge or because of the inherent shortcomings of heuristic problem solving, that overconfidence may occur.

There is substantial evidence that overconfidence— that is, miscalibration of one’s own sense of accuracy and actual accuracy—is ubiquitous and simply part of human nature. Miscalibration can be easily demonstrated in experimental settings, almost always in the direction of overconfidence.\textsuperscript{54,131–133} A striking example derives from surveys of academic professionals, 94% of whom rate themselves in the top half of their profession.\textsuperscript{134} Similarly, only 1% of drivers rate their skills below that of the average driver.\textsuperscript{135} Although some attribute the results to statistical artifacts, and the degree of overconfidence can vary with the task, the inability of humans to accurately judge what they know (in terms of accuracy of judgment or even thinking that they know or do not know something) is found in many areas and in many types of tasks.

Most of the research that has examined expert decision making in natural environments, however, has concluded that rapid and accurate pattern recognition is characteristic of experts. Klein,\textsuperscript{128} Gladwell,\textsuperscript{127} and others have examined how experts in fields other than medicine diagnose a situation and find that they routinely rapidly and accurately assess the situation and often cannot even describe how they do it. Klein\textsuperscript{128} refers to this process as “recognition primed” decision making, referring to the extensive experience of the expert with previous similar cases. Gigerenzer and Goldstein\textsuperscript{136} similarly support the concept that most real-world decisions are made using automatic skills, with “fast and frugal” heuristics that lead to the correct decisions with surprising frequency.

Again, when experts recognize that the pattern is incorrect they may revert back to a hypothesis testing mode or may run through alternative scripts of the situation. Expertise is characterized by the ability to recognize when one’s initial impression is wrong and to having back-up strategies readily available when the initial strategy does not work. Hamm\textsuperscript{137} has suggested that what is known as the cognitive continuum theory can explain some of the contradictions as to whether experts follow a hypothetico-deductive or a pattern-recognition approach. The cognitive continuum theory suggests that clinical judgment can appropriately range from more intuitive to more analytic, depending on the task. Intuitive judgment, as Hamm conceives it, is not some vague sense of intuition, but is really the rapid pattern characteristic of experts in many situations. Although intuitive judgment may be most appropriate in the uncertain, fast-paced field environment where Klein observed his subjects, other strategies might best suit the laboratory environment that others use to study decision making. In addition, forcing research subjects to verbally explain their strategies, as done in most experimental studies of physician problem solving, may lead to the hypothetico-deductive description. In contrast, Klein,\textsuperscript{128} who studied experts in field situations, found his subjects had a very difficult time articulating their strategies.

Even if we accept that a pattern-recognition strategy is appropriate under some circumstances and for certain types of tasks, we are still left with the question as to whether overconfidence is in fact a significant problem. Gigerenzer\textsuperscript{138} (like Klein) feels that most of the formal studies of cognition leading to the conclusion of overconfidence use tasks that are not representative of decision making in the real world, either in content or in difficulty. As an example, to study diagnostic problem solving, most researchers of necessity use “diagnostically challenging cases,”\textsuperscript{139} which are clearly not typical of the range of cases seen in clinical practice. The zebra adage (i.e., when you hear hoofbeats think of horses, not zebras) may for the most part be adaptive in the clinicians’ natural environment, where zebras are much rarer than horses. However, in experimental studies of clinician diagnostic decision making, the reverse is true. The challenges of studying clinicians’ diagnostic accuracy in the natural environment are compounded by the fact that most initial diagnoses are made in ambulatory settings, which are notoriously difficult to assess.\textsuperscript{82}

Complacency Aspect of Overconfidence

Complacency (i.e., “nobody’s perfect”) reflects a combination of underestimation of the amount of error, tolerance of error, and the belief that errors are inevitable. Complacency may show up as thinking that misdiagnoses are more infrequent than they actually are, that the problem exists but not in the physician’s own practice, that other problems are more important to address, or that nothing can be done to minimize diagnostic errors.

Given the overwhelming evidence that diagnostic error exists at nontrivial rates, one might assume that physicians would appreciate that such error is a serious problem. Yet this is not the case. In 1 study, family physicians asked to recall memorable errors were able to recall very few.\textsuperscript{140}
However, 60% of those recalled were diagnostic errors. When giving talks to groups of physicians on diagnostic errors, Dr. Graber (coauthor of this article) frequently asks whether they have made a diagnostic error in the past year. Typically, only 1% admit to having made a diagnostic error. The concept that they, personally, could err at a significant rate is inconceivable to most physicians.

While arguing that clinicians grossly underestimate their own error rates, we accept that they are generally aware of the problem of medical error, especially in the context of medical malpractice. Indeed, 93% of physicians in formal surveys reported that they practice “defensive medicine,” including ordering unnecessary lab tests, imaging studies, and consultations. The cost of defensive medicine is estimated to consume 5% to 9% of healthcare expenditures in the United States. We conclude that physicians acknowledge the possibility of error, but believe that mistakes are made by others.

The remarkable discrepancy between the known prevalence of error and physician perception of their own error rate has not been formally quantified and is only indirectly discussed in the medical literature, but lies at the crux of the diagnostic error puzzle, and explains in part why so little attention has been devoted to this problem. Physicians tend to be overconfident of their diagnoses and are largely unaware of this tendency at any conscious level. This may reflect either inherent or learned behaviors of self-deception. Self-deception is thought to be an everyday occurrence, serving to emphasize to others our positive qualities and minimize our negative ones. From the physician’s perspective, such self-deception can have positive effects. For example, it can help foster the patient’s perception of the physician as an all-knowing healer, thus promoting trust, adherence to the physician’s advice, and an effective patient-physician relationship.

Other evidence for complacency can be seen in data from the review by van der Sijs and colleagues. The authors cite several studies that examined the outcomes of the overrides of automated alerts, reminders, and guidelines. In many cases, the overrides were considered clinically justified, and when they were not, there were very few (≤3%) adverse events as a result. While it may be argued that even those few adverse events could have been averted, such contentions may not be convincing to a clinician who can point to adverse events that occur even with adherence to guidelines or alerts. Both types of adverse events may appear to be unavoidable and thus reinforce the physician’s complacency.

Gigerenzer, like Eva and Norman and Klein, suggests that many strategies used in diagnostic decision making are adaptive and work well most of the time. For instance, physicians are likely to use data on patients’ health outcome as a basis for judging their own diagnostic acumen. That is, the physician is unconsciously evaluating the number of clinical encounters in which patients improve compared with the overall number of visits in a given period of time, or more likely, over years of practice. The denominator that the clinician uses is clearly not the number of adverse events, which some studies of diagnostic errors have used. Nor is it a selected sample of challenging cases, as others have cited. Because most visits are not diagnosisally challenging, the physician not only is going to diagnose most of these cases appropriately but he/she also is likely to get accurate feedback to that effect, in that most patients (1) do not wind up in the hospital, (2) appear to be satisfied when next seen, or (3) do not return for the particular complaint because they are cured or treated appropriately.

Causes of inadequate feedback include patients leaving the practice, getting better despite the wrong diagnosis, or returning when symptoms are more pronounced and thus eventually getting diagnosed correctly. Because immediate feedback is not even expected, feedback that is delayed or absent may not be recognized for what it is, and the perception that “misdiagnosis is not a big problem” remains unchallenged. That is, in the absence of information that the diagnosis is wrong, it is assumed to be correct ("no news is good news"). This phenomenon is illustrated in epigraph above from Herold, “Doctors think a lot of patients are cured who have simply quit in disgust.” The perception that misdiagnosis is not a major problem, while not necessarily correct, may indeed reflect arrogance, “tall in the saddle confidence,” or “omniscience.” Alternatively, it may simply reflect that over all the patient encounters a physician has, the number of diagnostic errors of which he or she is aware is very low.

Thus, despite the evidence that misdiagnoses do occur more frequently than often presumed by clinicians, and despite the fact that recognizing that they do occur is the first step to correcting the problem, the assumption that misdiagnoses are made only a very small percentage of the time can be seen as a rational conclusion given the current healthcare environment where feedback is limited and only selective outcome data are available for physicians to accurately calibrate the extent of their own misdiagnoses.

Summary
Pulling together the research described above, we can see why there may be complacency and why it is difficult to address. First, physicians generate hypotheses almost immediately upon hearing a patient’s initial symptom presentation and in many cases these hypotheses suggest a familiar pattern. Second, even if more exploration is needed, the most likely information sought is that which confirms the initial hypothesis; often, a decision is reached without full exploration of a large number of other possibilities. In the great majority of cases, this approach leads to the correct diagnosis and a positive outcome. The patient’s diagnosis is made quickly and correctly, treatment is initiated, and both the patient and physician feel better. This explains why this approach is used, and why it is so difficult to change. In addition, in many of the cases where the diagnosis is incorrect, the physician never knows it. If the diagnostic process
routinely led to errors that the physician recognized, they could get corrected. Additionally, the physician might be humbled by the frequent oversights and become inclined to adopt a more deliberate, contemplative approach or develop strategies to better identify and prevent the misdiagnoses.

**STRATEGIES TO IMPROVE THE ACCURACY OF DIAGNOSTIC DECISION MAKING**

“Ignorance more frequently begets confidence than does knowledge.”

—Charles Darwin, 1871

We believe that strategies to reduce misdiagnoses should focus on physician calibration, i.e., improving the match between the physician’s self-assessment of errors and actual errors. Klein has shown that experts use their intuition on a routine basis, but rethink their strategies when that does not work. Physicians also rethink their diagnoses when it is obvious that they are wrong. In fact, it is in these situations that diagnostic decision-support tools are most likely to be used.

The challenge becomes how to increase physicians’ awareness of the possibility of error. In fact, it could be argued that their awareness needs to be increased for a select type of case: that in which the healthcare provider thinks he/she is correct and does not receive any timely feedback to the contrary, but where he/she is, in fact, mistaken. Typically, most of the clinician’s cases are diagnosed correctly; these do not pose a problem. For the few cases where the clinician is consciously puzzled about the diagnosis, it is likely that an extended workup, consultation, and research into possible diagnoses occurs. It is for the cases that fall between these types, where miscalibration is present but unrecognized, that we need to focus on strategies for increasing physician awareness and correction.

If overconfidence, or more specifically, miscalibration, is a problem, what is the solution? We examine 2 broad categories of solutions: strategies that focus on the individual and system approaches directed at the healthcare environment in which diagnosis takes place. The individual approaches assume that the physician’s cognition needs improvement and focus on making the clinician smarter, a better thinker, less subject to biases, and more cognizant of what he or she knows and does not know. System approaches assume that the individual physician’s cognition is adequate for the diagnostic and metacognitive tasks, but that he/she needs more, and better, data to improve diagnostic accuracy. Thus, the system approaches focus on changing the healthcare environment so that the data on the patients, the potential diagnoses, and any additional information are more accurate and accessible. These 2 approaches are not mutually exclusive and the major aim of both is to improve the physician’s calibration between his/her perception of the case and the actual case. Theoretically, if improved calibration occurs, overconfidence should decrease, including the attitudinal components of arrogance and complacency.

In the discussion about individually focused solutions, we review the effectiveness of clinical education and practice, development of metacognitive skills, and training in reflective practice. In the section on systems-focused solutions, we examine the effectiveness of providing performance feedback, the related area of improving follow-up of patients and their health outcomes, and using automation—such as providing general knowledge resources at the point of care and specific diagnostic decision-support programs.

**Strategies that Focus on the Individual Education, Training and Practice.** By definition, experts are smarter, e.g., more knowledgeable than novices. A fascinating (albeit frightening) observation is the general tendency of novices to overrate their skills. Exactly the same tendency is seen in testing of medical trainees in regard to skills such as communicating with patients. In a typical experiment a cohort with varying degrees of expertise are asked to undertake a skilled task. At the completion of the task, the test subjects are asked to grade their own performance. When their self-rated scores are compared with the scores assigned by experts, the individuals with the lowest skill levels predictably overestimate their performance.

Data from a study conducted by Friedman and colleagues showed similar results: residents in training performed worse than faculty physicians, but were more confident in the correctness of their diagnoses. A systematic review of studies assessing the accuracy of physicians’ self-assessment of knowledge compared with an external measure of competence showed very little correlation between self-assessment and objective data. The authors also found that those physicians who were least expert tended to be most overconfident in their self-assessments.

These observations suggest a possible solution to overconfidence: make physicians more expert. The expert is better calibrated (i.e. better assesses his/her own accuracy), and excels at distinguishing cases that are easily diagnosed from those that require more deliberation. In addition to their enhanced ability to make this distinction, experts are likely to make the correct diagnosis more often in both recognized as well as unrecognized cases. Moreover, experts carry out these functions automatically, more efficiently, and with less resource consumption than nonexperts.

The question, of course, is how to develop that expertise. Presumably, thorough medical training and continuing education for physicians would be useful; however, data show that the effects on actual practice of many continuing education programs are minimal. Another approach is to advocate the development of expertise in a narrow domain. This strategy has implications for both individual clinicians and healthcare systems. At the level of the individual clinician, the mandate to become a true expert would drive more trainees into subspecialty training and emphasize development of a comprehensive knowledge base.

Another mechanism for gaining knowledge is to gain more extensive practice and experience with actual clinical
cases. Both Bordage and Norman champion this approach, arguing that “practice is the best predictor of performance.” Having a large repertoire of mentally stored exemplars is also the key requirement for Gigerenzer’s “fast and frugal” and Klein’s “recognition-primed” decision making. Extensive practice with simulated cases may supplement, although not supplant, experience with real ones. The key requirements in regard to clinical practice are extensive, i.e., necessitating more than just a few cases and occasional feedback.

Metacognitive Training and Reflective Practice. In addition to strategies that aim to increase the overall level of clinicians’ knowledge, other educational approaches focus on increasing physicians’ self-awareness so that they can recognize when additional information is needed or the wrong diagnostic path is taken. One such approach is to increase what has been called “situational awareness,” the lack of which has been found to lie behind errors in aviation. Singh and colleagues advocate this strategy; their definition of types of situational awareness is similar to what others have called metacognitive skills. Croskerry and Hall champion the idea that metacognitive training can reduce diagnostic errors, especially those involving subconscious processing. The logic behind this approach is appealing: Because much of intuitive medical decision making involves the use of cognitive dispositions to respond, the assumption is if trainees or clinicians were educated about the inherent biases involved in the use of these strategies, they would be less susceptible to decision errors.

Croskerry has outlined the use of what he refers to as “cognitive forcing strategies” to counteract the tendency to cognitive error. These would orient clinicians to the general concepts of metacognition (a universal forcing strategy), familiarize them with the various heuristics they use intuitively and their associated biases (generic forcing strategies), and train them to recognize any specific pitfalls that apply to the types of patients they see most commonly (specific forcing strategies).

Another noteworthy approach developed by the military, which suggests focusing on a comprehensive conscious view of the proposed diagnosis and how this was derived, is the technique of prospective hindsight. Once the initial diagnosis is made, the clinician figuratively gazes into a crystal ball to see the future, sees that the initial diagnosis is not correct, and is thus forced to consider what else it could be. A related technique, which is taught in every medical school, is to construct a comprehensive differential diagnosis on each case before planning an appropriate workup. Although students and residents excel at this exercise, they rarely use it outside the classroom or teaching rounds. As we discussed earlier, with more experience, clinicians begin to use a pattern-recognition approach rather than an exhaustive differential diagnosis. Other examples of cognitive forcing strategies include advice to always “consider the opposite,” or ask “what diagnosis can I not afford to miss?” Evidence that metacognitive training can decrease the rate of diagnostic errors is not yet available, although preliminary results are encouraging.

Reflective practice is an approach defined as the ability of physicians to critically consider their own reasoning and decisions during professional activities. This incorporates the principles of metacognition and 4 additional attributes: (1) the tendency to search for alternative hypotheses when considering a complex, unfamiliar problem; (2) the ability to explore the consequences of these alternatives; (3) a willingness to test any related predictions against the known facts; and (4) openness toward reflection that would allow for better toleration of uncertainty. Experimental studies show that reflective practice enhances diagnostic accuracy in complex situations. However, even advocates of this approach recognize that it is an untested assumption in terms of whether lessons learned in educational settings can transfer to the practice setting.

System Approaches

One could argue that effectively incorporating the education and training described above would require system-level change. For instance, at the level of healthcare systems, in addition to the development of required training and education, a concerted effort to increase the level of expertise of the individual would require changes in staffing policies and access to specialists. If they are designed to teach the clinician, or at least function as an adjunct to the clinician’s expertise, some decision-support tools also serve as systems-level interventions that have the potential to increase the total expertise available. If used correctly, these products are designed to allow the less expert clinician to function like a more expert clinician. Computer- or web-based information sources also may serve this function. These resources may not be very different from traditional knowledge resources (e.g., medical books and journals), but by making them more accessible at the point of care they are likely to be used more frequently (assuming the clinician has the metacognitive skills to recognize when they are needed).

The systems approaches described below are based on the assumption that both the knowledge and metacognitive skills of the healthcare provider are generally adequate. These approaches focus on providing better and more accurate information to the clinician primarily to improve calibration. James Reason’s ideas on systems approaches for reducing medical errors have formed the background of the patient safety movement, although they have not been applied specifically to diagnostic errors. Nolan advocates 3 main strategies based on a systems approach: prevention, making error visible, and mitigating the effects of error. Most of the cognitive strategies described above fall into the category of prevention.

The systems approaches described below fall chiefly into the latter two of Nolan’s strategies. One approach is to provide expert consultation to the physician. Usually this is done by calling in a consultant or seeking a second opinion.
A second approach is to use automated methods to provide diagnostic suggestions. Usually a diagnostic decision-support system is used once the error is visible (e.g., the clinician is obviously puzzled by the clinical situation). Using the system may prevent an initial misdiagnosis and may also mitigate possible sequelae.

**Computer-based Diagnostic Decision Support.** A variety of diagnostic decision-support systems were developed out of early expert system research. Berner and colleagues performed a systematic evaluation of 4 of these systems; in 1994, Miller described these and other systems. In a review article, Miller’s overall conclusions were that while the niche systems for well-defined specific areas were clearly effective, the perceived usefulness of the more general systems such as Quick Medical Reference (QMR), DXplain, Iliad, Meditel was less certain, despite evidence that they could suggest diagnoses that even expert physicians had not considered. The title, “A Report Card on Computer-Assisted Diagnosis—The Grade Is C,” of Kasirer’s editorial that accompanied the article by Berner and associates is illustrative of an overall negative attitude toward these systems. In a subsequent study, Berner and colleagues found that less experienced physicians were more likely than more experienced physicians to find QMR useful; some researchers have suggested that these systems may be more useful in educational settings.

Lincoln and colleagues have shown the effectiveness of the Iliad system in educational settings. Arene and associates showed that QMR was effective in improving residents’ diagnoses, but then concluded that it took too much time to learn to use the system.

A similar response was found more recently in a randomized controlled trial of another decision-support system (Problem-Knowledge Couplers (PKC), Burlington, Vt.). Users felt that the information provided by PKC was useful, but that it took too much time to use. More disturbing was that use of the system actually increased costs, perhaps by suggesting more diagnoses to rule out. What is interesting about PKC is that in this system the patient rather than the physician enters all the data, so the complaint that the system required too much time most likely reflected physician miscalibration that, according to existing paradigms of cognitive psychology, should be correctable by providing feedback. Feedback in general can serve to make the diagnostic decision-support programs require subsequent mental filtering, because what is usually displayed is a (sometimes lengthy) list of diagnostic considerations. As we have discussed previously, not only does such filtering take time, but the user must be able to distinguish likely from unlikely diagnoses, and data show that such recognition can be difficult. Also, as Teich and colleagues noted with other decision-support tools, physicians accept reminders about things they intend to do, but are less willing to accept advice that forces them to change their plans. It is likely that if physicians already have a work-up strategy in mind, or are sure of their diagnoses, they would be less willing to consult such a system. For many clinicians, these factors may make the perceived utility of these systems not worth the cost and effort to use them. That does not mean that they are not potentially useful, but the limited interest in them has made several commercial ventures unsustainable.

In summary, the data on diagnostic decision-support systems in reducing diagnostic errors shows that they can provide what are perceived as useful diagnostic suggestions. Every commercial system also has what amounts to testimonials about its usefulness in real life—stories of how the system helped the clinician recognize a rare disease—but to date their use in actual clinical situations has been limited to those times that the physician is puzzled by a diagnostic problem. Because such puzzles occur rarely, there is not enough use of the systems in real practice situations to truly evaluate their effectiveness.

**Feedback and Calibration.** A second general category of a systems approach is to design systems to provide feedback to the clinician. Overconfidence represents a mismatch between perceived and actual performance. It is a state of miscalibration that, according to existing paradigms of cognitive psychology, should be correctable by providing feedback. Feedback in general can serve to make the diagnostic
error visible, and timely feedback can mitigate the harm that
the initial misdiagnosis might have caused. Accurate feed-
back can improve the basis on which the clinicians are
judging the frequency of events, which may improve
calibration.

Feedback is an essential element in developing expertise.
It confirms strengths and identifies weaknesses, guiding the
way to improved performance. In this framework, a possible
approach to reducing diagnostic error, overconfidence,
and error-related complacency is to enhance feedback with
the goal of improving calibration.\textsuperscript{183}

Experiments confirm that feedback can improve per-
formance,\textsuperscript{184} especially if the feedback includes cognitive in-
formation (for example, why a certain diagnosis is favored)
as opposed to simple feedback on whether the diagnosis was
correct or not.\textsuperscript{185,186} A recent investigation by Sieck and Arkes,\textsuperscript{131} however, emphasizes that overconfidence is
highly ingrained and often resistant to amelioration by sim-
ple feedback interventions.

The timing of feedback is important. Immediate feed-
back is effective, delayed feedback less so.\textsuperscript{187} This is a
particularly problematic for diagnostic feedback in real clinical
settings, outside of contrived experiments, because such
feedback often is not available at all, much less immediately
or soon after the diagnosis is made. In fact, the gold stan-
dard for feedback regarding clinical judgment is the au-
topsy, which of course can only provide retrospective, not
real-time, diagnostic feedback.

Radiology and pathology are the only fields of medicine
where feedback has been specifically considered, and in
some cases adopted, as a method of improving performance
and calibration.

**Radiology.** The accuracy of radiologic diagnosis is most
sharply focused in the area of mammography, where both
false-positive and false-negative reports have substantial
clinical impact. Of note, a recent study called attention to an
interesting difference between radiologists in the United States
and their counterparts in the United Kingdom: US
radiologists suggested follow-up studies (more radiologic
testing, biopsy, or close clinical follow-up) twice as often as
UK radiologists, and US patients had twice as many normal
biopsies, whereas the cancer detection rates in the 2 coun-
tries were comparable.\textsuperscript{30} In considering the reasons for this
difference in performance, the authors point out that 85% of
mammographers in the United Kingdom voluntarily partic-
ipate in “PERFORMS,” an organized calibration process,
and 90% of programs perform double readings of mammo-
grams. In contrast, there are no organized calibration exer-
cises in the United States and few programs require “double
reads.” An additional difference is the expectation for ac-
creditation: US radiologists must read 480 mammograms
annually to meet expectations of the Mammography Quality
Standards Act, whereas the comparable expectation for UK
mammographers is 5,000 mammograms per year.\textsuperscript{30}

As an initial step toward performance improvement by
providing organized feedback, the American College of
Radiology (ACR) recently developed and launched the
“RADPEER” process.\textsuperscript{188} In this program, radiologists keep
track of their agreement with any prior imaging studies they
re-review while they are evaluating a current study, and the
ACR provides a mechanism to track these scores. Participa-
tion is voluntary; it will be interesting to see how many
programs enroll in this effort.

**Pathology.** In response to a *Wall Street Journal* exposé on
the problem of false-negative Pap smears, the US Congress
enacted the Clinical Laboratory Improvement Act of 1988.
This act mandated more rigorous quality measures in regard
to cytopathology, including proficiency testing and manda-
tory reviews of negative smears.\textsuperscript{189} Even with these mea-
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suggested from Pap smears compared with results obtained
from biopsy or surgical specimens. However, a recent re-
view estimated that <1% of US programs participate in
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smears have been available commercially for a number of
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any differences. The authors suggest that it may take time for optimal quality to be achieved with a new technique.

In the area of computer-assisted mammography interpretation, a randomized trial showed no difference in cancer detection but an increase in false-positives with the use of the software compared with unaided interpretation by radiologists. It is certainly possible that technical improvements have made later systems better than earlier ones, and, as suggested by Nieminen and colleagues about the Pap smear program, and Hall about the mammography programs, it may take time, perhaps years, for the users to learn how to properly interpret and work with the software. These results highlight that realizing the potential advantages of second opinions (human or automated) may be a challenge.

**Autopsy.** Sir William Osler championed the belief that medicine should be learned from patients, at the bedside and in the autopsy suite. This approach was espoused by Richard Cabot and many others, a tradition that continues today in the “Clinical Pathological Correlation” (CPC) exercises published weekly in *The New England Journal of Medicine*. Autopsies and CPCs teach more than just the specific medicine; they also illustrate the uncertainty that is inherent in the practice of medicine and effectively convey the concepts of fallibility and diagnostic error.

Unfortunately, as discussed above, autopsies in the United States have largely disappeared. Federal tracking of autopsy rates was suspended a decade ago, at which point the autopsy rate had already fallen to <7%. Most trainees in medicine today will never see an autopsy. Patient safety advocates have pleaded to resurrect the autopsy as an effective tool to improve calibration and reduce overconfidence, but so far to no avail. 

If autopsies are not generally available, has any other process emerged to provide a comparable feedback experience? An innovative candidate is the “Morbidity and Mortality (M & M) Rounds on the Web” program sponsored by the Agency for Healthcare Research and Quality (AHRQ). This site features a quarterly set of 4 cases, each involving a medical error. Each case includes a comprehensive, well-referenced discussion by a safety expert. These cases are attractive, capsulized gems that, like an autopsy, have the potential to educate clinicians regarding medical error, including diagnostic error. The unknown factor regarding this endeavor is whether these lessons will provide the same impact as an autopsy, which teaches by the principle of learning from one’s own mistakes. Local “morbidity and mortality” rounds have the same potential to alert providers to the possibility of error, and the impact of these exercises increases if the patient sustains harm.

A final option to provide feedback in the absence of a formal autopsy involves detailed postmortem magnetic resonance imaging scanning. This option obviates many of the traditional objections to an autopsy, and has the potential to reveal many important diagnostic discrepancies.

**Feedback in Other Field Settings (The Questec Experiment).** A fascinating experiment is underway that could substantially clarify the power of feedback to improve calibration and performance. This is the Questec experiment sponsored by Major League Baseball to improve the consistency of umpires in calling balls and strikes. Questec is a company that installs cameras in selected stadiums that track the ball path across home plate. At the end of the game, the umpire is provided a recording that replays every pitch, and gives him the opportunity to compare the called balls and strikes with the true ball path. Umpires have vigorously objected to this project, including a planned civil lawsuit to stop the experiment. The results from this study have yet to be released, but they will certainly shed light on the question of whether a skeptical cohort of professionals can improve their performance through directed feedback.

**Follow-up.** A systems approach recommended by Redelmeier and Gandhi et al is to promote the use of follow-up. Schiff also has long advocated the importance of follow-up and tracking to improve diagnoses. Planned follow-up after the initial diagnosis allows time for other thoughts to emerge, and time for the clinician to apply more conscious problem-solving strategies (such as decision-support tools) to the problem. A very appealing aspect of planned follow-up is that a patient’s problems will evolve over the intervening period, and these changes will either support the original diagnostic possibilities, or point toward alternatives. If the follow-up were done soon enough, this approach might also mitigate the potential harm of diagnostic error, even without solving the problem of how to prevent cognitive error in the first place.

**ANALYSIS OF STRATEGIES TO REDUCE OVERCONFIDENCE**

The strategies suggested above, even if they are successful in addressing the problem of overconfidence or miscalibration, have limitations that must be acknowledged. One involves the trade-offs of time, cost, and accuracy. We can be more certain, but at a price. A second problem is unanticipated negative effects of the intervention.

**Tradeoffs in Time, Cost, and Accuracy**

As clinicians improve their diagnostic competency from beginning level skills to expert status, reliability and accuracy improve with decreased cost and effort. However, using the strategies discussed earlier to move nonexperts into the realm of experts will involve some expense. In any given case, we can improve diagnostic accuracy but with increased cost, time, or effort.

Several of the interventions entail direct costs. For instance, expenditures may be in the form of payment for consultation or purchasing diagnostic decision-support systems. Less tangible costs relate to clinician time. Attending training programs involves time, effort, and money. Even
strategies that do not have direct expenses may still be costly in terms of physician time. Most medical decision making takes place in the “adaptive subconscious.” The application of expert knowledge, pattern and script recognition, and heuristic synthesis takes place essentially instantaneously for the vast majority of medical problems. The process is effortless. If we now ask physicians to reflect on how they arrived at a diagnosis, the extra time and effort required may be just enough to discourage this undertaking.

Applying conscious review of subconscious processing hopefully uncovers at least some of the hidden biases that affect subconscious decisions. The hope is that these events outnumber the new errors that may evolve as we second-guess ourselves. However, it is not clear that conscious articulation of the reasoning process is an accurate picture of what really occurs in expert decision making. As discussed above, even reviewing the suggestions from a decision-support system (which would facilitate reflection) is perceived as taking too long, even though the information is viewed as useful. Although these arguments may not be persuasive to the individual patient, it is clear that the time involved is a barrier to physician use of decision aids. Thus, in deciding to use methods to increase reflection, decisions must be made as to: (1) whether the marginal improvements in accuracy are worth the time and effort and, given the extra time involved, (2) how to ensure that clinicians will routinely make the effort.

Unintended Consequences

Innovations made in the name of improving safety sometimes create new opportunities to fail, or have unintended consequences that decrease the expected benefit. In this framework, we should carefully examine the possibility that some of the interventions being considered might actually increase the risk of diagnostic error.

As an example, consider the interventions we have grouped under the general heading of “reflective practice.” Most of the education and feedback efforts, and even the consultation strategies, are aimed at increasing such reflection. Imagine a physician who has just interviewed and examined an elderly patient with crampy abdominal pain, and who has concluded that the most likely explanation is constipation. What is the downside of consciously reconceiving this diagnosis before taking action?

It Takes More Time. The extra time the reflective process takes not only affects the physician but may have an impact on the patient as well. The extra time devoted to this activity may actually delay the diagnosis for one patient and may be time subtracted from another.

It Can Lead to Extra Testing. As other possibilities are envisioned, additional tests and imaging may be ordered. Our patient with simple constipation now requires an abdominal CT scan. This greatly increases the chances of discovering incidental findings and the risk of inducing cascade effects, where one thing leads to another, all of them extraneous to the original problem. Not only might these pose additional risks to the patient, such testing is also likely to increase costs. The risk of changing a “right” diagnosis to a “wrong” one will necessarily increase as the number of options enlarges; research has found that this sometimes occurs in experimental settings.

It May Change the Patient-Physician Dynamic. Like physicians, most patients much prefer certainty over ambiguity. Patients want to believe that their healthcare providers know exactly what their disorder is, and what to do about it. An approach that lays out all the uncertainties involved and the probabilistic nature of medical decisions is unlikely to be warmly received by patients unless they are highly sophisticated. A patient who is reassured that he or she most likely has constipation will probably sleep a lot better than the one who is told that the abdominal CT scan is needed to rule out more serious concerns.

The Risk of Diagnostic Error May Actually Increase. The quality of automatic decision making may be degraded if subjected to conscious inspection. As pointed out in Blink, we can all easily envision Marilyn Monroe, but would be completely stymied in attempting to describe her well enough for a stranger to recognize her from a set of pictures. There is, in fact, evidence that complex decisions are solved best without conscious attention. A complementary observation is that the quality of conscious decision making degrades as the number of options to be considered increases.

Increased Reliance on Consultative Systems May Result in “Deskilling.” Although currently the diagnostic decision-support systems claim that they are only providing suggestions, not “the definitive diagnosis,” there is a tendency on the part of users to believe the computer. Tsai and colleagues found that residents reading electrocardiograms improved their interpretations when the computer interpretation was correct, but were worse when it was incorrect. A study by Galletta and associates using the spell-checker in a word-processing program found similar results. There is a risk that, as the automated programs get more accurate, users will rely on them and lose the ability to tell when the systems are incorrect.

A summary of the strategies, their assumptions, which may not always be accurate, and the tradeoffs in implementing them is shown in Table 2.

**RECOMMENDATIONS FOR FUTURE RESEARCH**

“Happy families are all alike; every unhappy family is unhappy in its own way.”

—Leo Tolstoy, Anna Karenina

We are left with the challenge of trying to consider solutions based on our current understanding of the research
<table>
<thead>
<tr>
<th>Strategy</th>
<th>Purpose</th>
<th>Timing</th>
<th>Focus</th>
<th>Underlying Assumptions</th>
<th>Tradeoffs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education and training</strong></td>
<td>Training in reflective practice and avoidance of biases</td>
<td>Provide metacognitive skills</td>
<td>Not tied to specific patient cases</td>
<td>Individual, prevention</td>
<td>Transfer from educational to practice setting will occur; clinician will recognize when thinking is incorrect</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not tied to specific patient cases</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Transfer across cases will occur; errors are a result of lack of knowledge or experience</td>
</tr>
<tr>
<td></td>
<td>Increase expertise</td>
<td>Provide knowledge and experience</td>
<td>Not tied to specific patient cases</td>
<td>Individual, prevention</td>
<td>Expensive and time consuming except in defined educational settings</td>
</tr>
<tr>
<td><strong>Consultation</strong></td>
<td>Computer-based general knowledge resources</td>
<td>Validate or correct initial diagnosis; suggest alternatives</td>
<td>At the point-of-care while considering diagnosis</td>
<td>Individual, prevention</td>
<td>Users will recognize the need for information and will use the feedback provided</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Delay in action; most sources still need better indexing to improve speed of accessing information</td>
</tr>
<tr>
<td></td>
<td>Second opinions/consult with experts</td>
<td>Validate or correct initial diagnosis</td>
<td>Before treatment of specific patient</td>
<td>System, prevention/mitigation</td>
<td>Expert is correct and/or agreement would mean diagnosis is correct</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Delay in action; expense, bottlenecks, may need 3rd opinion if there is disagreement; if not mandatory would be only used for cases where physician is puzzled</td>
</tr>
<tr>
<td>DDSS</td>
<td>Validate or correct initial diagnosis</td>
<td>Before definitive diagnosis of specific patient</td>
<td>System, prevention</td>
<td>DDSS suggestions would include correct diagnosis; physician will recognize correct diagnosis when DDSS suggests it</td>
<td>Delay in action, cost of system; if not mandatory for all cases would be only used for cases where physician is puzzled</td>
</tr>
<tr>
<td><strong>Feedback</strong></td>
<td>Increase number of autopsies/M&amp;M</td>
<td>Prevent future errors</td>
<td>After an adverse event or death has occurred</td>
<td>System, prevention in future</td>
<td>Clinician will learn from errors and will not make them again; feedback will improve calibration</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cannot change action, too late for specific patient, expensive</td>
</tr>
<tr>
<td></td>
<td>Audit and feedback</td>
<td>Prevent future errors</td>
<td>At regular intervals covering multiple patients seen over a given period</td>
<td>System, prevention in future</td>
<td>Clinician will learn from errors and will not make them again; feedback will improve calibration</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cannot change action, too late for specific patient, expensive</td>
</tr>
<tr>
<td></td>
<td>Rapid follow-up</td>
<td>Prevent future errors and mitigate harm from errors for specific patient</td>
<td>At specified intervals unique to specific patients shortly after diagnosis or treatment</td>
<td>System, mitigation</td>
<td>Error may not be preventable, but harm in selected cases may be mitigated; feedback will improve calibration</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Expense, change in workflow, MD time in considering problem areas</td>
</tr>
</tbody>
</table>

DDSS = diagnostic decision-support system; MD = medical doctor; M&M = morbidity and mortality.
on overconfidence and the strategies to overcome it. Studies show that experts seem to know what to do in a given situation and what they know works well most of the time. What this means is that diagnoses are correct most of the time. However, as advocated in the Institute of Medicine (IOM) reports, the engineering principle of “design for the usual, but plan for the unusual” should apply to this situation.210 As Gladwell211 discussed in an article in The New Yorker on homelessness, however, the solutions to address the “unusual” (or the “unhappy families” referenced in the epigraph above) may be very different from those that work for the vast majority of cases. So while we are not advocating complacency in the face of error, we are assuming that some errors will escape our prevention. For these situations, we must have contingency plans in place for reducing the harm ensuing from them.

If we look at the aspects of overconfidence discussed in this review, the cognitive and systemic factors appear to be more easily addressed than the attitudinal issues and those related to complacency. However, the latter two may be affected by addressing the former ones. If physicians were better calibrated, i.e., knew accurately when they were correct or incorrect, arrogance and complacency would not be a problem.

Our review demonstrates that while all of the methods to reduce diagnostic error can potentially reduce misdiagnosis, none of the educational approaches are systematically used outside the initial educational setting and when automated devices operate in the background they are not used uniformly. Our review also shows that on some level, physicians’ overconfidence in their own diagnoses and complacency in the face of diagnostic error can account for the lack of use. That is, given information and incentives to examine and modify one’s initial diagnoses, physicians choose not to undertake the effort. Given that physicians in general are reasonable individuals, the only explanation is that they believe that their initial diagnoses are correct (even when they are not) and there is no reason for change. We return to the problem that prompted this literature review, but with a more focused research agenda to address the areas listed below.

**Overconfidence**

Because most studies actually addressed overconfidence indirectly and usually in laboratory as opposed to real-life settings, we still do not know the prevalence of overconfidence in practice, whether it is the same across specialties, and what its direct role is in misdiagnosis.

**Preventability of Diagnostic Error**

One of the glaring issues that is unresolved in the research to date is the extent to which diagnostic errors are preventable. The answer to this question will influence error-reduction strategies.

**Mitigating Harm**

More research and evaluation of strategies that focus on mitigating the harm from the errors is needed. The research approach should include what Nolan has called “making the error visible.”164 Because these errors are likely the ones that have traditionally been unrecognized, focusing research on them can provide better data on how extensively they occur in routine practice. Most strategies for addressing diagnostic errors have focused on prevention; it is in the area of mitigation where the strategies are sorely lacking.

**Debiasing**

Is instruction on cognitive error and cognitive forcing strategies effective at improving diagnosis? What is the best stage of medical education to introduce this training? Does it transfer from the training to the practice setting?

**Feedback**

How much feedback do physicians get and how much do they need? What mechanisms can be constructed to get them more feedback on their own cases? What are the most effective ways to learn from the mistakes of others?

**Follow-up**

How can planned follow-up of patient outcomes be encouraged and what approaches can be used for rapid follow-up to provide more timely feedback on diagnoses?

**Minimizing the Downside**

Does conscious attention decrease the chances of diagnostic error or increase it? Can we think of ways to minimize the possibility that conscious attention to diagnosis may actually make things worse?

**CONCLUSIONS**

Diagnostic error exists at an appreciable rate, ranging from <5% in the perceptual specialties up to 15% in most other areas of medicine. In this review, we have examined the possibility that overconfidence contributes to diagnostic error. Our review of the literature leads us to 2 main conclusions.

**Physicians Overestimate the Accuracy of Their Diagnoses**

Overconfidence exists and is probably a trait of human nature—we all tend to overestimate our skills and abilities. Physicians’ overconfidence in their decision making may simply reflect this tendency. Physicians come to trust the fast and frugal decision strategies they typically use. These strategies succeed so reliably that physicians can become complacent; the failure rate is minimal and errors may not come to their attention for a variety of reasons. Physicians acknowledge that diagnostic error exists, but seem to believe that the likelihood of error is less than it really is. They
believe that they personally are unlikely to make a mistake. Indirect evidence of overconfidence emerges from the routine disregard that physicians show for tools that might be helpful. They rarely seek out feedback, such as autopsies, that would clarify their tendency to err, and they tend not to participate in other exercises that would provide independent information on their diagnostic accuracy. They disregard guidelines for diagnosis and treatment. They tend to ignore decision-support tools, even when these are readily accessible and known to be valuable when used.

**Overconfidence Contributes to Diagnostic Error**

Physicians in general have well-developed metacognitive skills, and when they are uncertain about a case they typically devote extra time and attention to the problem and often request consultation from specialty experts. We believe many or most cognitive errors in diagnosis arise from the cases where they *are* certain. These are the cases where the problem appears to be routine and resembles similar cases that the clinician has seen in the past. In these situations, the metacognitive angst that exists in more challenging cases may not arise. Physicians may simply stop thinking about the case, predisposing them to all of the pitfalls that result from our cognitive “dispositions to respond.” They fail to consider other contexts or other diagnostic possibilities, and they fail to recognize the many inherent shortcomings that derive from heuristic thinking.

In summary, improving patient safety will ultimately require strategies that take into account the data from this review—why diagnostic errors occur, how they can be prevented, and how the harm that results can be reduced.
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Overconfidence in Clinical Decision Making

Within medicine, there are more than a dozen major disciplines and a variety of further subspecialties. They have evolved to deal with >10,000 specific illnesses, all of which must be diagnosed before patient treatment can begin. This commentary is confined to orthodox medicine; diagnosis using folk and pseudo-diagnostic methods occurs in complementary and alternative medicine (CAM) and is described elsewhere.1,2

The process of developing an accurate diagnosis involves decision making. The patient typically enters the system through 1 of 2 portals: either the family doctor’s office/a walk-in clinic or the emergency department. In both arenas, the first presentation of the illness is at its most undifferentiated. Often, the condition is diagnosed and treated, and the process ends there. Alternately, the general domain where the diagnosis probably lies is identified and the patient is referred for further evaluation. Generally, uncertainty progressively decreases during the evaluative process. By the time the patient is in the hands of subspecialists, most of the uncertainty is removed. This is not to say that complete assurance ever prevails; in some areas (e.g., medicine, critical care, trauma, and surgery), considerable further diagnostic effort may be required due to the dynamic evolving nature of the patient’s condition and further challenges arising during the course of management.

For the purposes of the present discussion, we can make a broad division of medicine into 2 categories: one that deals with most of the uncertainty about diagnosis (e.g., family medicine [FM] and emergency medicine [EM]) and the other wherein a significant part of the uncertainty is removed (e.g., the specialty disciplines). Internal medicine (IM) falls somewhere between the two in that diagnostic refinement is already underway but may be incomplete.

Benchmark studies in patient safety found that diagnostic failure was highest in FM, EM, and IM,3-5 presumably reflecting the relatively high degree of diagnostic uncertainty. These settings, therefore, deserve the closest scrutiny. To examine this further, we need to look at the decision-making behaviors that underlie the diagnostic process, particularly the biases that may be involved. Overconfidence is one of the most significant of these biases. This paper expands on the article by Drs. Berner and Graber6 in this supplement in regard to modes of diagnostic decision making and their relationship to the phenomenon of overconfidence.

**DUAL PROCESSING APPROACH TO DECISION MAKING**

Effective problem solving, sound judgment, and well-calibrated clinical decision making are considered to be among the highest attributes of physicians. Surprisingly, however, this important area has been actively researched for only about 35 years. The main epistemological issues in clinical decision making have been reviewed.7 Much current work in cognitive science suggests that the brain utilizes 2 subsystems for thinking, knowing, and information processing: System 1 and System 2.8-12 Their characteristics are listed in Table 1, adapted from Hammond9 and Stanovich.13

What is now known as System 1 corresponds to what Hammond9 described as intuitive, referring to a decision mode that is dominated by heuristics such as mental shortcuts, maxims, and rules of thumb. The system is fast, associative, inductive, frugal, and often primed by an affective component. Importantly, our first reactions to any situation often have an affective valence.14 Blushing, for example, is an unconscious response to specific situational stimuli. Though socially uncomfortable, it often is very revealing about deeper beliefs and conflicts. Generally, under conditions of uncertainty, we tend to trust these reflexive, associatively generated feelings.

Stanovich13 adopted the term “the autonomous set of systems” (TASS), emphasizing the autonomous and reflexive nature of this style of responding to salient features of a situation (Table 2),13 and providing further characterization of System 1 decision making. TASS is multifarious. It encompasses processes of emotional regulation and implicit learning. It also incorporates Fodorian modular theory,15 which proposes that the brain has a variety of modules that have undergone Darwinian selection to deal with different contingencies of the immediate environment. TASS responses are, therefore, highly context bound. Importantly,
Table 1

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>System 1 (intuitive)</th>
<th>System 2 (analytic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive style</td>
<td>Heuristic</td>
<td>Systematic</td>
</tr>
<tr>
<td>Operation</td>
<td>Associative</td>
<td>Rule based</td>
</tr>
<tr>
<td>Processing</td>
<td>Parallel</td>
<td>Serial</td>
</tr>
<tr>
<td>Cognitive awareness</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Conscious control</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Automaticity</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Rate</td>
<td>Fast</td>
<td>Slow</td>
</tr>
<tr>
<td>Reliability</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Errors</td>
<td>Normative distribution</td>
<td>Few but significant</td>
</tr>
<tr>
<td>Effort</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Predictive power</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Emotional valence</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Detail on judgment</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Scientific rigor</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Context</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

Adapted from Concise Encyclopedia of Information Processing in Systems and Organizations,9 and The Robot's Rebellion: Finding Meaning in the Age of Darwin.13

Table 2

- Processing takes place beyond conscious awareness
- Parallel processing: each “hard-wired” module can independently respond to the appropriate triggering stimulus, and more than 1 can respond at a time. Therefore, many different subprocesses can execute simultaneously
- An accepting system that does not consider opposites: tendency to focus only on what is true rather than what is false. Disposed to believe rather than take the skeptical position; therefore look to confirm rather than disconfirm (the analytic system, in contrast, is able to undo acceptance)
- Higher cognitive (intellectual) ability appears to be correlated with an ability to use System 2 to override TASS and produce responses that are instrumentally rational
- Typically driven by social, narrative and contextualizing styles, whereas the style of System 2 requires detachment, decoupling, and decontextualization

Adapted from The Robot's Rebellion: Finding Meaning in the Age of Darwin.13

The repeated use of analytic (System 2) outputs can allow them to be relegated to the TASS level.13

Thus, the effortless pattern recognition that characterizes the clinical acumen of the expert physician is made possible by accretion of a vast experience (the repetitive use of a System 2 analytic approach) that eventually allows the process to devolve to an automatic level.16,17 Indeed, it is the apparent effortlessness of the method that permits some disparaging discounting; physicians often refer to diagnosis based on System 1 thinking as “just pattern recognition.” The process is viewed as simply a transition to an automatic way of thinking, analogous to that occurring in the variety of complex skills required for driving a car; eventually, after considerable practice, one arrives at the destination with little conscious recollection of the mechanisms for getting there.

The essential characteristic of this “nonanalytic” reasoning is that it is a process of matching the new situation to 1 of many exemplars in memory,18 which are apparently retrievable rapidly and effortlessly. As a consequence, it may require no more mental effort for a clinician to recognize that the current patient is having a heart attack than it is for a child to recognize that a dog is a four-legged beast. This strategy of reasoning based on similarity to a prior learned example has been described extensively in the literature on exemplar models of concept formation.19,20

Overall, although generally adaptive and often useful for our purposes,21,22 in some clinical situations, System 1 approaches may fail. When the signs and symptoms of a particular presentation do not fit into TASS, the response will not be triggered,16 and recognition failure will result in System 2 being engaged instead. The other side of the coin is that occasionally people act against their better judgment and behave irrationally. Thus, it may be that under certain conditions, despite a rational judgment having been reached using System 2, the decision maker defaults to System 1. This is not an uncommon phenomenon in medicine; despite being aware of good evidence from painstakingly developed practice guidelines, clinicians may still overconfidently choose to follow their intuition.

In contrast, System 2 is analytical, i.e., deductive, slow, rational, rule based, and low in emotional investment. Unlike the hard-wired, parallel-processing capabilities of System 1, System 2 is a linear processor that follows explicit computational rules. It corresponds to the software of the brain, i.e., our learned, rational reasoning power. According to Stanovich,13 this mode allows us “to sustain the powerful context-free mechanisms of logical thought, inference, abstraction, planning, decision making, and cognitive control.”

Whereas it is natural to think that System 2 thinking—coldly logical and analytical—likely is superior to System 1, much depends on context. A series of studies23,24 have shown that “pure” System 1 and System 2 thinking are error prone; a combination of the 2 is closer to optimal. A simple example suffices: the first time a student answers the question “what is 16 x 16?” System 2 thinking is used to compute slowly and methodically by long multiplication. If the question is posed again soon after, the student recognizes the solution and volunteers the answer quickly and accurately (assuming it was done correctly the first time) using System 1 thinking. Therefore, it is important for
decision makers to be aware of which system they are using and its overall appropriateness to the situation.

Certain contexts do not allow System 1. We could not use this mode, for example, to put a man on the moon; only System 2 would have worked. In contrast, adopting an analytical System 2 approach in an emergent situation, where rapid decision making is called for, may be paradoxically irrational.16 In this situation, the rapid cognitive style known popularly as “thin-slicing”25 that characterizes System 1 might be more expedient and appropriate. Recent studies suggest that making unconscious snap decisions (deliberation-without-attention effect) can outperform more deliberate “rational” thinking in certain situations.26,27

Perhaps the mark of good decision makers is their ability to match Systems 1 and 2 to their respective optimal contexts and to consciously blend them into their overall decision making. Although TASS operates at an unconscious level, their output, once seen, can be consciously modulated by adding a System 2 approach. Engagement of System 2 may occur when it “catches” an error in System 1.28

OVERCONFIDENCE

Overconfident judgment by clinicians is 1 example of many cognitive biases that may influence reasoning and medical decision making. This bias has been well demonstrated in the psychology literature, where it appears as a common, but not universal, finding.29,30 Ethnic cross-cultural variations in overconfidence have been described.31 Further, we appear to be consistently overconfident when we express extreme confidence.29 Overconfidence also plays a role in self-assessment, where it is axiomatic that relatively incompetent individuals consistently overestimate their abilities.32,33 In some circumstances, overconfidence would qualify as irrational behavior.

Why should overconfidence be a general feature of human behavior? First, this trait usually leads to definitive action, and cognitive evolutionists would argue that in our distant pasts definitive action, under certain conditions, would confer a selective advantage. For example, to have been certain of the threat of danger in a particular situation and to have acted accordingly increased the chances of that decision maker’s genes surviving into the next generation. Equivocation might have spelled extinction. The “false alarm” cost (taking evasive action) was presumably minimal although some degree of signal-detection trade-off was necessary so that the false-positive rate was not too high and wasteful. Indeed, error management theory suggests that some cognitive biases have been selected due to such cost/benefit asymmetries for false-negative and false-positive errors.34 Second, as has been noted, System 1 intuitive thinking may be associated with strong emotions such as excitement and enthusiasm. Such positive feelings, in turn, may increase the impact of these variables. Because scientific rigor ap-
pears lacking for System 1, the prevailing research emphasis in both medical and other domains has been on System 2.

**SOLUTIONS AND CONCLUSIONS**

Overconfidence often occurs when determining a course of action and, accordingly, should be examined in the context of judgment and decision making. It appears to be influenced by a number of factors related to the individual as well as the task, some of which interact with one another. Overconfidence is associated in particular with confirmation bias and may underlie hindsight bias. It seems to be especially dependent on the manner in which the individual gathers evidence to support a belief. In medical decision making, overconfidence frequently is manifest in the context of delayed and missed diagnoses, where it may exert its most harmful effects.

There are a variety of explanations why individual physicians exhibit overconfidence in their judgment. It is recognized as a common cognitive bias; additionally, it may be propagated as a component of a prevailing memeplex within the culture of medicine.

Numerous approaches may be taken to correct failures in reasoning and decision making. Berner and Graber outline the major strategies; Table 3 expands on some of these and suggests specific corrective actions. Presently, no 1 strategy has demonstrated superiority over another, although, as noted earlier, several studies suggest that when the generation of evidence is unbiased by giving competing hypotheses as much attention as the preferred hypothesis, overconfidence is reduced. Inevitably, the solution probably will require multiple paths.

Prompt and reliable feedback about decision outcomes appears to be a prerequisite for calibrating clinician performance, yet it rarely exists in clinical practice. From the standpoint of clinical reasoning, it is disconcerting that clinicians often are unaware of, or have little insight into, their thinking processes. As Epstein observed of experienced clinicians, they are “less able to articulate what they do than others who observe them,” or, if articulation were possible, it may amount to no more than a credible story about what they believe they might have been thinking, and no one (including the clinician) can ever be sure that the account was accurate. But this is hardly surprising as it is a natural consequence of the dominance of System 1 thinking that emerges as one becomes an expert. As noted earlier, conscious practice of System 2 strategies can get compiled in TASS and eventually shape TASS responses. A problem once solved is not a problem; experts are expert in part precisely because they have solved most problems before and need only recognize and recall a previous solution. But this means that much of expert thinking is, and will remain, an invisible process. Often, the best we can do is make

---

**Table 3 Sources of overconfidence and strategies for correction**

<table>
<thead>
<tr>
<th>Source</th>
<th>Correcting strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of awareness and insight into decision theory</td>
<td>Introduce specific training in current decision theory approaches at the undergraduate level, emphasizing context dependency as well as particular vulnerabilities of different decision-making modes</td>
</tr>
<tr>
<td>Cognitive and affective bias</td>
<td>Specific training at the undergraduate level in the wide variety of known cognitive and affective biases. Create files of clinical examples illustrating each bias with appropriate correcting strategies</td>
</tr>
<tr>
<td>Limitations in feedback</td>
<td>Identify speed and reliability of feedback as a major requirement in all clinical domains, both locally and systemically</td>
</tr>
<tr>
<td>Biased evidence gathering</td>
<td>Promote adoption of cognitive forcing strategies to take account of disconfirming evidence, competing hypotheses, and consider-the-opposite strategy</td>
</tr>
<tr>
<td>Denial of uncertainty</td>
<td>Specific training to overcome personal and cultural barriers against admission of uncertainty, and acknowledgement that certainty is not always possible. Encourage use of “not yet diagnosed”</td>
</tr>
<tr>
<td>Base rate neglect</td>
<td>Make readily available current incidence and prevalence data for common diseases for particular clinical groups in specific geographical area</td>
</tr>
<tr>
<td>Context binding</td>
<td>Promote awareness of the impact of context on the decision-making process; advance metacognitive training to detach from the immediate pull of the situation and decontextualize the clinical problem</td>
</tr>
<tr>
<td>Limitations on transferability</td>
<td>Illustrate how biases work in a variety of clinical contexts. Adopt universal debiasing approaches with applicability across multiple clinical domains</td>
</tr>
<tr>
<td>Lack of critical thinking</td>
<td>Introduce courses early in the undergraduate curriculum that cover the basic principles of critical thinking, with iteration at higher levels of training</td>
</tr>
</tbody>
</table>
inferences about what thinking might have occurred in the light of events that subsequently transpired. It would be reassuring to think that with the development of expertise comes a reduction in overconfidence, but this is not always the case.54

Seemingly, clinicians would benefit from an understanding of the 2 types of reasoning, providing a greater awareness of the overall process and perhaps allowing them to explicate their decision making. Whereas System 1 thinking is unavailable to introspection, it is available to observation and metacognition. Such reflection might facilitate greater insight into the overall blend of decision-making modes typically used in the clinical setting.

Educational theorists in the critical thinking literature have expressed long-standing concerns about the need for introducing critical thinking skills into education. As van Gelder and colleagues30 note, a certain level of competence in informal reasoning normally occurs through the processes of maturation, socialization, and education but few people actually progress beyond an everyday working level of performance to genuine proficiency.

This issue is especially relevant for medical training. The implicit assumption is made that by the time students have arrived at this tertiary level of education, they will have achieved appropriate levels of competence in critical thinking skills, but this is not necessarily so.1 Though some will become highly proficient thinkers, the majority will probably not, and there is a need for the general level of reasoning expertise to be raised. In particular, we require education about detachment, overcoming belief bias effects, perspective switching, decontextualizing,13 and a variety of other cognitive debiasing strategies.55 It would be important, for example, to raise awareness of the many shortcomings and pitfalls of uncritical thinking at the medical undergraduate level and provide clinical cases to illustrate them. At a more general level, consideration should be given to introducing critical thinking training in the undergraduate curriculum so that many of the ~50 cognitive and affective biases in thinking28 could be known and better understood.

Theoretically, it should be possible to improve clinical reasoning through specific training and thus reduce the prevalence of biases such as overconfidence; however, we should harbor no delusions about the complexity of the task. To reduce cognitive bias in clinical diagnosis requires far more than a brief session on cognitive debiasing. Instead, it is likely that successful educational strategies will require repeated practice and failure with feedback, so that limitations of transfer can be overcome. While some people have enjoyed success at demonstrating improved reasoning expertise with training,30,56–59 to date there is little evidence that these skills can be applied to a clinical setting. Nevertheless, it is a reasonable expectation that training in critical thinking,1,61 and an understanding of the nature of cognitive55 and affective bias,62 as well as the informal logical fallacies that underlie poor reasoning,28 would collectively lead to an overall improvement in decision making and a reduction in diagnostic failure.

Pat Croskerry, MD, PhD, 
Department of Emergency Medicine, Dalhousie University 
Halifax, Nova Scotia, Canada

Geoff Norman, PhD 
Department of Clinical Epidemiology and Biostatistics 
McMaster University 
Hamilton, Ontario, Canada

AUTHOR DISCLOSURES
The authors report the following conflicts of interest with the sponsor of this supplement article or products discussed in this article:

Pat Croskerry, MD, PhD, has no financial arrangement or affiliation with a corporate organization or a manufacturer of a product discussed in this article.

Geoff Norman, PhD, has no financial arrangement or affiliation with a corporate organization or a manufacturer of a product discussed in this article.

References


Expanding Perspectives on Misdiagnosis

A significant insight to emerge from the review of the diagnostic failure literature by Drs. Berner and Graber is that the gaps in our knowledge far exceed the soundly established areas, particularly if we focus on empirical findings based on real-world work by real physicians. This lack of knowledge about the nature of diagnostic problems seems odd, given the current climate of concern and concentrated effort to address safety issues in healthcare, and especially given the centrality of diagnosis in the minds of practitioners. How is it that our knowledge about diagnosis—historically the most central aspect of clinical practice and one that directs the trajectory of tests, procedures, treatment choices, medications, and interventions—has been so impoverished?

GAPS IN RESEARCH AND ANALYSIS

The knowledge gap does not appear to be due to lack of interest in how physicians arrive at a diagnosis. There has been considerable research aimed at identifying and describing the diagnostic process and the nature of diagnostic reasoning. However, the lack of progress in applying research findings to the messy world of clinical practice suggests that we might benefit from examination of an expanded set of questions. There are at least 5 areas in which a change of direction might lead to sustained progress.

Diagnostic Models

A great deal of the work to date has assumed that diagnostic thinking is best described by highly rationalized analytic models of reasoning (e.g., the hypothetico-deductive or the Bayesian probabilistic models), with little or no consideration of alternative approaches. There are some exceptions, including criticisms of this view (see Berg and colleagues and Toulmin), Norman’s research on clinical reasoning, and Patel and colleagues’ studies of medical decision making. Nevertheless, the prevailing view in healthcare continues to be that analytic models of reasoning describe optimal diagnostic process, i.e., that they are normative. If physicians are not employing these analytic processes, the assertion is that they ought to be.

Surprisingly, research in a number of complex fields has demonstrated that under conditions of uncertainty, time pressure, shifting and conflicting goals, high risk, and responsibility for dealing with multiple other actors in the situation, experts seldom engage in highly analytic modes of decision making. Rather, under these conditions, experts are most likely to use fast and generally sufficient strategies. These strategies (and the methods employed to study them) have been described within a research paradigm referred to as “naturalistic decision making.” These findings indicate that we need to better understand the full range of decision making and diagnostic strategies employed by physicians and the contexts of their use.

Static Versus Dynamic Decision Problems

Most of the research performed regarding diagnosis in medical contexts has concerned static decision problems: only 1 decision needs to be made, the situation does not change, and the alternatives are clear. (A typical example is deciding whether a radiograph contains a fracture). However, much of the work of medicine concerns dynamic decision problems: (1) a series of interdependent decisions and/or actions is required to reach the goal; (2) the situation changes over time, sometimes very rapidly; (3) goals shift or are redefined. Decisions that the clinician make change the milieu, resulting in a new challenge to resolve. In contrast to static problems, in dynamic problems there is no theory or process element even close to being considered normative, either for approaching the problem or for establishing a particular sequence of decisions and/or actions as correct.

Problem Detection and Recognition

One of the greatest holes in our current knowledge base is the failure to address issues of problem detection and recognition. Diagnostic problems do not present themselves fully formed like pebbles lying on a beach. The
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understanding that an event represents a “problem” must instead be constructed from circumstances that are puzzling, troubling, uncertain, and possibly irrelevant. In order to discern the problem contained within a particular set of circumstances, practitioners must make sense of an uncertain and disorganized set of conditions that initially make little sense.15,16 Here, much of the work of diagnosis consists of preconscious acts of perception and sense making by clinicians who use a variety of strategies to discern the real-world context.13 Given a stream of passing phenomena, distinguishing between items that are relevant or irrelevant, and those that must be accounted for compared with those that can be discounted, creates a preconscious framing that bounds the problem of diagnosis before it is ever consciously considered. This is an important task that has been inadequately studied. If we are going to understand how problems are missed or misunderstood, we need to understand the processes involved in their detection and recognition.

**Centrality**

Traditionally, diagnosis has been considered medicine’s central task, but it might be useful to entertain the possibility that this emphasis may be misdirected. Having a solid diagnosis often makes much of clinical work easier. However, the lack of a firm diagnosis does not relieve the practitioner of the necessity to take action, and by taking action, risk that the world will be changed, perhaps in unintended ways. Thus, one might argue that the central task of medicine is not diagnosis, but management, especially management in the face of uncertainty. Stated another way, the central question of clinical work might not be, “What is the diagnosis?” but rather, “What should we do now?”

**Individual Versus Distributed Cognition**

Most research on diagnostic decision making has concentrated almost entirely on what goes on inside physicians’ minds, focusing on internal mental processes, including various cognitive biases and simplifying heuristics. Although understanding the individual physician’s cognitive work is clearly necessary, it is not sufficient. Clinicians do their work while embedded in a complex milieu of people, artifacts, procedures, and organizations. All these factors can contribute to or detract from diagnostic performance in complex ways; the possibility that the diagnostic process may go awry for reasons other than the physician’s reasoning abilities needs more attention. Considering physicians and their environment as joint cognitive systems,20 where cognition and expertise are distributed across multiple people, objects, and procedures within a clinical setting,21 offers a way to widen the tight focus from “inside the physician’s head” so that we can begin to examine this larger, and far more complex, scenario.

**COMPLEXITIES SURROUNDING DIAGNOSIS**

One reason we know so little about diagnostic problems may be the complexity of the systems and work processes that surround diagnosis. We know that differences in diagnostic performances exist, but we do not understand diagnostic failure in any deep or detailed way. In the emergency department, for example, the physician’s diagnostic process is carried out within the context of large numbers of patients, many of whom have multiple problems; there is little time, resources are constrained, and conditions are chaotic. Some possibilities worth considering include:

- **Context:** In what situations, and under what conditions, are diagnostic failures most and least prevalent? We need to understand the real-world contexts in which medical diagnosis occurs.
- **Team influences:** The individual physician is surrounded by other healthcare providers, including other clinicians, who share responsibility for patient care and outcome. How does the distributed nature of patient care foster or prevent diagnostic failure? In the field of aviation, implementation of crew resource management (CRM) has been credited with significant improvements in aviation safety. CRM requires that the pilot in the second seat voice concerns to the captain and take assertive action if those matters are ignored. Is aviation’s example a useful analogue? In what ways is it applicable?
- **System influences:** Some hospital systems have been highly successful in addressing patient safety issues such as medication errors and nosocomial infections. Presumably, the prevalence and severity of diagnostic failure vary considerably among hospital systems. This leads to the question, What system-level practices foster diagnostic quality?
- **Individual differences:** All physicians make mistakes but they appear to occur more frequently among some practitioners, even within a given specialty.22,23 We know that with experience, diagnostic performance improves but that such progress is not invariant. Some physicians become extraordinarily skilled at evaluation and are recognized by their peers as the “go to” person for the toughest diagnostic challenges. Understanding the elements leading to such expertise would surely be informative, as would gleaning why experience appears to enhance the diagnostic performance of some physicians more than others.

**DESIGNING EFFECTIVE FEEDBACK MECHANISMS**

Identifying the sources of diagnostic failure is a critical first step towards creating feedback systems that provide leverage on the problem. Finding ways to provide feedback on diagnostic performance seems an important venue for improvement, however many difficulties exist. Thus, simply providing feedback is not a “magic bullet” automatically leading to improvement. Learning specialists have found that feedback has greatest impact when it is specific, de-
difficult to comprehend in useful ways. We need to promote significant challenges to designing effective feedback systems for physicians.

**Specifity**
Providing overall data about diagnostic error rates in physicians is unlikely to get us very far. Grouped data and general findings leave too much room for individual physicians to distance themselves from the findings. However, the processes by which individual physicians’ diagnostic performance might be tracked, tagged, and reported back to them are not immediately apparent or readily available.

**Detail**
To be effective, feedback must give physicians information that illuminates contingent relationships and causal sequences. Otherwise, they are left with unhelpful admonitions such as “work harder, don’t make mistakes, maintain a high index of suspicion.” Feedback needs to provide clinicians with sufficient information so that they can move in an adaptive direction. The simpler the system, the more helpful statistical quality control data are as a basis for self-correction. Highly complex systems may prove insufficient because they create dense forests of information that people—even highly educated, experienced people—have a great deal of difficulty navigating. More data are not necessarily helpful. In many cases, people do not need more data; they need help in making meaning of the data they have.

**Timeliness**
The timeliness of feedback, especially regarding diagnostic performance, may be particularly problematic, as the “final diagnosis” often is not known for some time and, indeed, sometimes is never known. Furthermore, in some settings, delayed feedback can disastrously worsen, rather than improve, performance.14

**Differential Value**
Finally, simple feedback mechanisms may lead physicians to become systematically inaccurate in undesirable ways, owing to differences in value ascribed to various types of failures. For example, feedback to an emergency physician showing that he/she discharged a patient who subsequently proved to have an acute myocardial infarction is likely to have a much different impact on behavior than feedback showing that a patient admitted for chest pain proved not to have an acute coronary syndrome. The former is likely to be viewed as an adverse event with a significant affective impact while the latter may be perceived as a nonevent.

**CONCLUSION**
Diagnostic failures are both manifestly important and difficult to comprehend in useful ways. We need to provide a rich fabric of information that allows members of the medical community to see what works and what does not, to hone diagnostic skill, and to hold another accountable for the quality of diagnoses. To do this, we need to enlarge our notions of the nature of clinical work and of human performance in complex, conflicted, and uncertain contexts.
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Sidestepping Superstitious Learning, Ambiguity, and Other Roadblocks: A Feedback Model of Diagnostic Problem Solving

A central argument of Drs. Eta S. Berner and Mark L. Graber’s review1 is that feedback processes are crucial to enhancing or inhibiting the quality of diagnostic problem solving over time. Our goal is to enrich the conversation about diagnostic problem solving by presenting an explicit model of the feedback processes inherent in improving diagnostic problem solving. We present a simple, generic model of the fundamental feedback processes at play in calibrating or improving diagnostic problem-solving skill over time. To amplify these key processes, this commentary draws on a 50-year evidence and theory base from the discipline of system dynamics.2,3

Using Berner and Graber’s analysis1 of the challenges of feedback and calibration as a starting point, we depict how feedback loops can operate in a robust or benign manner to support and improve immediate and long-term diagnostic problem solving. Drawing on insights from research on how people manage problem solving that involves dynamic feedback, we then describe how this process is likely to break down. Finally, leverage points for improving diagnostic problem solving and avoiding error are provided.

To improve diagnostic problem solving, practitioners and researchers need to move away from viewing diagnosis as a “one-shot deal.” When diagnosis is perceived as a stand-alone, discrete episode of judgment, the solutions suggested to resolve error focus on reducing cognitive biases and increasing expertise and vigilance at the individual clinician level. It is not that such recommendations have no merit, but simply that they are only a small piece of a much larger repertoire of possible solutions that come into sight when we regard diagnostic problem solving as a recursive, feedback-driven process. Put differently, rather than viewing diagnosis as an event or episode, we suggest emphasizing it as an active, ongoing practice in which clinicians revise and redraft their conclusions over time.4-6

WHEN CALIBRATION WORKS: AN OPTIMAL FEEDBACK PROCESS

From the moment a clinician begins a patient encounter, he/she is selecting, labeling, and processing information (e.g., symptoms, results from studies, and other data) from the client or his record. The practitioner shapes this information into a diagnosis that, in turn, influences his/her view and collection of subsequent information. Discrete decisions made without feedback have been likened to hitting a target from a distance in one try; in contrast, diagnostic problem solving is analogous to a situation where one can monitor and correct the trajectory based on feedback.4,5

Patient care is a feedback process in which the clinician makes judgments and takes actions with the intended rationale of bringing the patient closer to the desired, presumably healthier, status. This process of observing/diagnosing/treating/observing describes a balancing or goal-seeking feedback loop, in which feedback about the patient’s status allows a clinician to calibrate therapy over the very short term. Although physicians may be able to adjust a diagnosis and treatment based on conversation and examination during a specific patient encounter, Berner and Graber1 argue that lack of timely or consistent feedback on the accuracy and quality of diagnoses over the long term makes it difficult for them to improve their diagnostic problem-solving skills over time. Once out of medical school and residency, most physicians operate in a “no news is good news” mode, believing that unless they hear about problems, the diagnoses they have made are correct. Berner and Graber invoke a well-established fact of learning theory, namely, that improvement is nearly impossible without accurate and timely feedback. Improving one’s diagnostic problem-solving skill, they argue, requires an ability to calibrate the match between the diagnosis made and the patient’s actual long-term status.

The generic feedback process that would allow a clinician to calibrate and improve a key element of long-term
diagnostic skill, the quality of his/her “diagnostic schemas,” is depicted in Figure 1. A diagnosis is the result of applying a diagnostic schema to information about the patient as the clinician perceives it. Schema is a term from cognitive science referring to a person’s mental model, or internal image of a given professional domain or area. Schemas form the basis of processes such as “recognition-primed decision making” that allow clinicians to match a library of images of past experiences with the present constellation of signs and symptoms to formulate a diagnosis.

The long-term feedback process in diagnosing and treating an individual patient depicted in Figure 1, like the short-term feedback process, is a balancing or adaptive process. It is a longer-term process of learning from experience, in which the clinician adjusts the diagnostic schema for the patient by comparing expected outcomes with observed actual outcomes. To illustrate how this loop operates, we start with Diagnosis. In making a Diagnosis, the clinician employs the current Diagnostic Schema, developed through training and experience, to interpret patient information and recommend a specific course of Therapy. Based on the therapy recommended, the clinician expects the patient’s condition to evolve in a certain way to yield Expected Patient Outcomes. Ideally, after some time has elapsed for the therapy to take effect, the clinician sees the actual Observed Patient Outcomes. Comparing the Observed Patient Outcomes with Expected Patient Outcomes (this comparison is often tacit or unconscious), the clinician then identifies the Patient Outcome Gap, which stimulates Updating or revising of the existing Diagnostic Schema. In optimal settings, this schema accounts well for the patient’s history, constellation of signs and symptoms, and treatment results. To the extent that the diagnostic schema improves, the quality of the clinician’s diagnoses at later patient encounters also improves.

### BARRIERS TO IMPROVING DIAGNOSTIC PROBLEM-SOLVING SKILL OVER TIME

Berner and Graber and other contributors to this supplement note that a simple but significant barrier to enhancing diagnostic problem-solving skill over time is that the link between therapy and observed patient outcomes often is nonexistent. In the absence of significant information provided by autopsy, data from downstream clinicians, or tailored quality measures, clinicians are unable to update their diagnostic schema. Several decades of research on how people manage information in the face of dynamic feedback reveal other challenges as well. We highlight 3 significant barriers to updating diagnostic schema in a sound way: delays, ambiguous feedback, and superstitious learning.

#### Delays

For both an immediate patient encounter and the long-term process of improving and updating one’s diagnostic schema, delays in feedback can cause problems. Delays slow the accumulation of evidence and create fluctuations in evidence that make it difficult to draw sound conclusions. Obviously, as the length of time between therapy and its impact increases, the likelihood that the physician will observe the outcome decreases. Examples of this include patients who do not experience the full consequences of the therapy or physicians who do not see the patient again, thereby rendering outcome feedback unavailable. Time delays, thus, partially explain why the link from therapy to observed patient outcomes may be so weak, as Berner and Graber suggest.

Delays compromise learning even when outcome feedback is available. Delays between cause and effect make inferences about causality far more difficult because they give rise to a characteristic of feedback systems known as dynamic complexity. In diagnostic problem solving, dynamic complexity can take the form of unexpected oscillations between desired and undesired therapeutic outcomes, amplification of certainty on the part of the clinician (e.g., fixation), and excessive or diminished commitment to particular treatments. For example, if effects from therapy occur after the physician’s felt need to move forward with patient care, he/she may pursue contraindicated interventions or drop indicated ones—continuing to intervene although curative measures have been taken or failing to intervene although treatment has been inadequate. Research repeatedly has demonstrated the failure to learn in situations with even modest amounts of dynamic complexity. Finally, time delays quite simply slow down the completion of the feedback loop; longer delays mean fewer learning cycles in any time period.

#### Ambiguous Feedback

Although a clinician may receive feedback about how his/her diagnosis and therapy has influenced the patient, effectiveness can be compromised because such feedback often is ambiguous. The primary problem is that changes in the patient’s observed status caused by the physician’s actions...
are influenced by a range of other clinical and lifestyle variables both inside and outside the clinician’s control. Confusingly, data about their patients can equally support a wide variety of clinical conclusions, making it difficult for physicians to assess what actions actually work best. Controlled experimentation is almost never possible in real clinical settings. Ambiguous information invites subjective interpretation, and, like many people, physicians tend to make self-fulfilling interpretations (e.g., “The diagnosis was correct”) in the face of such ambiguity, perhaps missing the opportunity to update flawed diagnostic schema.

Superstitious Learning

In the face of time delays and ambiguity, superstitious learning thrives. Sterman9 relates the case of Baseball Hall of Fame hitter Wade Boggs, who ate chicken every game day for years because he had played well once following a dinner of lemon chicken. While this might seem laughable, ambiguous or weak feedback supports “strong but wrong” self-confirming attributions about what works.12,13 During the time gap between therapy and observed outcome, much transpires that the clinician does not directly observe. Physicians, like other people, fill in the blanks with their own superstitious explanations—conclusions that fit the data but are based on weak or spurious correlations (e.g., eating chicken improves baseball performance).

The lessons of superstitious learning persist because satisfactory explanations (e.g., scurvy is an unavoidable result of lengthy sea voyages) suppress the search for better answers (e.g., scurvy results from vitamin C deficiency). Recent studies show that only about 15% of physicians’ decisions are evidence based; weak or ambiguous feedback contributes to this situation by preventing physicians from learning when their self-confirming routines are inappropriate, inaccurate, or dangerous.

HOW CONFIDENCE CAN DISRUPT LEARNING

How does such pseudolearning persist? Berner and Graber1 argue that confidence or overconfidence plays a role. The feedback process we have described (Figure 1) is a balancing loop that attempts to close the gap between expected and observed patient outcomes. When that gap does not close, clinicians should seek additional or alternative data. But Berner and Graber show that often does not happen. To understand why, we introduce another feedback loop in Figure 2.

To understand the impact of the self-confirming bias loop (Figure 2), the contrast between the process by which physicians ideally update their diagnostic schema and the actual one described by Berner and Graber1 should be kept in mind: In the adaptive scenario, where learning occurs when Therapy influences the Observed Patient Outcomes, the physician observes these outcomes and is informed by the Patient Outcome Gap. In situations where the link between Therapy and Observed Patient Outcomes is nonexistent or weak, the Patient Outcome Gap is either unknown or unclear.

Berner and Graber1 argue that in the absence of such clear feedback, physicians feel little need to update their current Diagnostic Schema. Thus, a felt need for Updating declines and Confidence increases. As Confidence increases, the felt need for Updating decreases further in a reinforcing cycle. While calibrating or improving one’s diagnostic problem solving already faces the significant challenges posed by missing or ambiguous feedback, lack of feedback also triggers a vicious reinforcing cycle that erroneously amplifies confidence. It is this reinforcing confidence cycle that is the nail in the coffin of robust learning that would allow clinicians to improve diagnostic problem solving over time.

In conclusion, we ask, “Does a doctor who has practiced for 30 years have a lower rate of diagnostic error than a doctor who has practiced for 5 years?” If the feedback processes we have described were functioning optimally, the answer should be a resounding “Yes!” Based on the review by Berner and Graber,1 however, the answer is unclear. To contribute to policies that reduce the rate of diagnostic errors, we have highlighted 2 faces of the balancing feedback processes that drive diagnostic problem solving. These processes can function adaptively, improving diagnostic schema over time and problem solving during a patient encounter. If physicians in practice for 30 years had a notably lower rate of diagnostic error than their rookie
counterparts, it would indicate these loops were functioning well. But these processes break down when crucial links are weakened or do not function at all. When this happens, adaptive learning processes are further hobbled by a vicious reinforcing cycle that maintains or amplifies a misplaced sense of confidence.

If, as scholars of human judgment have argued, overconfidence is a highly ingrained human trait, trying to reduce it is a Sisyphean task. The leverage points for this uphill task lie, as our colleagues in this supplement have argued, in systematically assuring that downstream feedback is (1) available and (2) as unambiguous as possible so that physicians experience a felt need to update their diagnostic schema. It is this pressure to update that can weaken the reinforcing confidence loop.
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Minimizing Diagnostic Error: The Importance of Follow-up and Feedback

An open-loop system (also called a “nonfeedback controlled” system) is one that makes decisions based solely on preprogrammed criteria and the preexisting model of the system. This approach does not use feedback to calibrate its output or determine if the desired goal is achieved. Because open-loop systems do not observe the output of the processes they are controlling, they cannot engage in learning. They are unable to correct any errors they make or compensate for any disturbances to the process. A commonly cited example of the open-loop system is a lawn sprinkler that goes on automatically at a certain hour each day, regardless of whether it is raining or the grass is already flooded.1

To an unacceptably large extent, clinical diagnosis is an open-loop system. Typically, clinicians learn about their diagnostic successes or failures in various ad hoc ways (e.g., a knock on the door from a server with a malpractice subpoena; a medical resident learning, upon bumping into a surgical resident in the hospital hallway that a patient he/she cared for has been readmitted; a radiologist accidentally stumbling upon an earlier chest X-ray of a patient with lung cancer and noticing a nodule that had been overlooked). Physicians lack systematic methods for calibrating diagnostic decisions based on feedback from their outcomes. Worse yet, organizations have no way to learn about the thousands of collective diagnostic decisions that are made each day—information that could allow them to both improve overall performance as well as better hear the voices of the patients living with the outcomes.2

THE NEED FOR SYSTEMATIC FEEDBACK

In this commentary, I consider the issues raised in the review by Drs. Berner and Graber3 and take the discussion further in contemplating the need for systematic feedback to improve diagnosis. Whereas their emphasis centers around the question of physician overconfidence regarding their own cognitive abilities and diagnostic decisions, I suspect many physicians feel more beleaguered and distracted than overconfident and complacent. There simply is not enough time in their rushed outpatient encounters, and too much “noise” in the nonspecified undifferentiated complaints that patients bring to them, for physicians, particularly primary care physicians, to feel overly secure. Both physicians and patients know this. Thus, we hear frequent complaints from both parties about brief appointments lacking sufficient time for full and proper evaluation. We also hear physicians’ confessions about excessive numbers of tests being done, “overordered” as a way to compensate for these constraints that often are conflated with and complicated by “defensive medicine”—usually tests and consults ordered solely to block malpractice attorneys.

The issue is not so much that physicians lack an awareness of the thin ice on which they often are skating, but that they have no consistent and reliable systems for obtaining feedback on diagnosis. The reasons for this deficiency are multifactorial. Table 1 lists some of the factors that mitigate against more systematic feedback on diagnosis outcomes and error. These items invite us to explicitly recognize this problem and design approaches that will make diagnosis more of a closed rather than open-loop system.

Given the current emphasis on heuristics, cognition, and unconscious biases that has been stimulated by publications such as Kassier and Kopelman’s classic book Learning Clinical Reasoning,4 and How Doctors Think,5 the recent bestseller by Dr. Jerome Groopman, it is important to keep in mind that good medicine is less about brilliant diagnoses being made or missed and more about mundane mechanisms to ensure adequate follow-up.6 Although this assertion remains an untested empirical question, I suspect that the proportion of malpractice cases related to diagnosis error—the leading cause of malpractice suits, outnumbering claims from medication errors by a factor of 2:1—that concern failure to consider a particular diagnosis is less than imagined.7,8 Despite popular imagery of a diagnosis being missed by a dozen previous physicians only to be eventually made correctly by a virtuoso thinker (such as that stimulated by the Groopman book and dramatic cases reported in the
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EXPANDED PARADIGMS IN DIAGNOSIS

The true concern in routine clinical diagnosis is not whether unsuspected new diagnoses are made or missed as much as it is the complexities of weighing and pursuing diagnostic considerations that are either obvious, may have been previously considered, or simply represent “dropped balls” (e.g., failed follow-up on an abnormal test result). Furthermore, other paradigms often turn out to be more important than simply affixing a label on a patient naming a specific diagnosis (Table 2). Central to each of these “expanded paradigms” is the role for follow-up: deciding when a patient is acutely ill and required hospitalization, versus relatively stable but in need of careful observation, watching for complications or response after a diagnosis is made and a treatment started, monitoring for future recurrences, or even simply revising the diagnosis as the syndrome evolves. It often is more important for an ER or primary care physician to accurately decide whether a patient is “sick” and needs to be hospitalized or sent home than it is to come up with the precisely correct diagnosis at that moment of first encounter.

RESPONSE OVER TIME: THE ULTIMATE TEST?

Although the traditional “test of time” is frequently invoked, it is rarely applied in a standardized or evidence-based fashion, and never in a way that involves systematic tracking and calculating of accuracy rates or formal use of data that evolves over time for recalibration. One key unanswered question is, To what extent can we judge the accuracy of diagnoses based on how patients do over time or respond to treatment? In other words, if a patient gets better and responds to recommended therapy, can we assume the treatment, and hence the diagnosis, was correct? Basing diagnosis accuracy and learning on capturing feedback on whether or not a patient successfully “responds” to treatment is fraught with nuances and complexities that are rarely explicitly considered or measured. A partial list of such complexities is shown in Table 3.

Despite these limitations, feedback on patient response is critical for knowing not just how the patient is doing but how we as clinicians are doing. Particularly if we are mindful of these pitfalls, and especially if we can build in rigor with quantitative data to better answer the above questions, feedback on response seems imperative to learning from and improving diagnosis.

VIEWING DIAGNOSIS AS A RELATIONSHIP RATHER THAN A LABEL

Feedback on how patients are doing embodies an important corollary to the entire paradigm of diagnosis tracking and feedback. To a certain extent, diagnosis has been “refined,” i.e., taken as an abstraction—an artificially constructed label—and misconceived as a “fact of nature.”10,11 By turning complex dynamic relationships between patients and their social environments, and even relationships between physicians and their patients, into “things” that boil down to neat categories, we risk oversimplifying complicated interactions of factors that are, in practice, larger than an International Classification of Diseases, 9th Revision (ICD-9) or
Table 2  Limitations of using successful or failed “treatment response” as an indicator for diagnostic error

- Diagnosis of severity/acuity
  — Failure to recognize patient need to be hospitalized or sent to ICU
- Diagnosis of complication
  — Assessing sequelae of a disease, drug, or surgery
- Diagnosis of a recurrence
  — What follow-up surveillance is required and how to interpret results
- Diagnosis of cure or failure to respond
  — When can clinician feel secure vs worry if symptoms don’t improve
  — When should “test-of-cure” be done routinely
- Diagnosis of a misdiagnosis
  — When should a previous diagnosis be questioned and revised

ICU = intensive care unit.

Table 3  Factors complicating assessment of treatment response

- Patients who respond to a nonspecific/nonselective drug (e.g., corticosteroids) despite a wrong diagnosis
- Patients who fail to respond to therapy despite the correct diagnosis
- Varying time intervals for expected response
  — When does a clinician decide a patient is/is not responding
- Interpretation of partial responses
- How to incorporate known variations in response
  — Timing
  — Degree
- Role of surrogate (e.g., lab test or x-ray improvement) vs actual clinical outcome
- Timing of repeat testing to check for patient response
  — When and how often to repeat an x-ray or blood test
- Role of mitigating factors
  — Self-limited illnesses
  — Placebo response
  — Naturally relapsing and remitting courses of disorders

Diagnostic and Statistical Manual of Mental Disorders, 4th Edition (DSM-IV) label.12

Building dialogue into the clinical diagnostic process, whereby the patient tells the practitioner how he/she is doing, represents an important premise. At the most basic level, doing so demonstrates a degree of caring that extends the clinical encounter beyond the rushed 15-minute exam. It is impossible to exaggerate the amazement and appreciation of my patients when I call to ask how they are doing a day or a week after an appointment to follow up on a clinical problem (as opposed to them calling me to complain that they are not improving!). Such follow-up means acknowledging that patients are coproducers in diagnosis—that they have an extremely important role to play to ensure that our diagnoses are as accurate as possible.13

The concept of coproduction of diagnosis goes beyond patients going home and “googling” the diagnosis the physician has suggested in order to decide whether their symptoms are consistent with what they read on the Internet, although there is certainly a role for such searches. It also is about much more than patients obtaining a second opinion from a second physician to enhance and ensure the accuracy of the diagnosis they were given (although this also is happening all the time, and we lack good ways to learn from such error-checking activities). What coproduction of diagnosis really should mean is that the patient is a partner in thinking through and testing the diagnostic hypothesis and has various important roles to play, some of which are described below.

Confirming or refuting a diagnostic hypothesis based on temporal relationships. “Doc, I know you think this rash is from that drug, but I checked and the rash started a week before I began the medication,” or “The fever started before I even went to Guatemala.”

Noting relieving or exacerbating factors that otherwise might not have been considered. “I later noticed that every time I leaned forward it made my chest pain better.” This is a possible clue for pericarditis.

Carefully assessing the response to treatment. “The medication seemed to help at first, but is no longer helping.” This suggests that the diagnosis or treatment may be incorrect (see Table 3).

Feeding back the nuances of the comments of a specialist referral. “The cardiologist you sent me to didn’t think the chest pain was related to the mitral valve problem but she wasn’t sure.”

Triggering other past historical clues. “After I went home and thought about it, I remembered that as a teenager I once had an injury to my left side and peed blood for a week,” states a patient with an otherwise inexplicable nonfunctioning left kidney. “I remembered that I once did work in a factory that made batteries,” offers a patient with an elevated lead level.

Should I, as the physician of each of the actual patients cited above, have “taken a better history” and uncovered each of these pieces of data myself on the initial visit? Each emerged only through subsequent follow-up. Shouldn’t I have asked more detailed probing questions during my first encounter with the patient? Shouldn’t I have asked follow-up questions during the initial encounter that more actively explored my differential diagnosis based on (what ideally should be) my extensive knowledge of various diseases? Realistically, this will never happen.

Hit-and-miss medicine needs to be replaced by pull systems, which are described by Najarian14 as “going forward by moving backward.” Communication fed back from downstream outcomes, like Japanese kanban cards, should reliably pull the physician back to the patient to adjust
his/her management as well as continuously redesign methods for approaching future patients.

AVOIDANCE OF TAMPERING

Carefully refined signals from downstream feedback represent an important antidote to a well-known cognitive bias, anchoring, i.e., fixing on a particular diagnosis despite cues and clues that such persistence is unwarranted. However, feedback can exacerbate another bias—availability bias, i.e., overreacting to a recent or vividly recalled event. For example, upon learning that a patient with a headache that was initially dismissed as benign was found to have a brain tumor, the physician works up all subsequent headache patients with imaging studies, even those with trivial histories. Thus, potentially useful feedback on the patient with a missed brain tumor is given undue weight, thereby biasing future decisions and failing to properly account for the rarity of neoplasms as a cause of a mild or acute headache.

When the quality guru Dr. W. Edwards Deming came into a factory, one of the first ways he improved quality was to stop the well-intentioned workers from “tampering,” i.e., fiddling with the “dials.” For example, at the Wausau Paper company, the variations in paper size decreased by simply halting repeated adjustments of the sizing dials, which Deming showed often represented chasing random variation. As he dramatically showed with his classic funnel experiment, in which subjects dropped marbles through a funnel over a bull’s-eye target, the more the subject attempted to adjust the position to compensate for each drop (e.g., moving to the right when a marble fell to the left of the target), the more variation was introduced, resulting in fewer marbles hitting the target than if the funnel were held in a consistent position. By overreacting to this random variation each time the target was missed, the subjects worsened rather than improved their accuracy and thereby were even less likely to hit the target.

If each time a physician’s discovery that his/her diagnostic assessment erred on the side of a making a common diagnosis (thus missing a rare disorder) led to overreactions regarding future patients, or conversely, if each time the physician learned of a fruitless negative workup for a rare diagnosis, he/she vowed never to order so many tests, our cherished continuous feedback loops merely could be add-on to variations and exacerbating poor quality in diagnosis. Or to paraphrase the language of Berner and Graber, feedback that inappropriately leads to either shaking or bolstering the physician’s confidence in future diagnostic decision making is perhaps doing more harm than good. The continuous quality improvement (CQI) notion of avoiding tampering can be seen as the counterpart to the cognitive availability bias. It suggests a critical need to develop methods to properly weigh feedback in order to better calibrate diagnostic decision making. Although some of the so-called “statistical process control” (SPC) rules can be adapted to ensure more quantitative rigor to recalibrating decisions, generally, physicians are unfamiliar with these techniques. Thus, developing easy ways to incorporate, weigh, and simplify feedback data needs to be a priority.

CONCLUSION

Learning and feedback are inseparable. The old tools—ad hoc fortuitous feedback, individual idiosyncratic systems to track patients, reliance on human memory, and patient adherence to or initiating of follow-up appointments—are too unreliable to be depended upon to ensure high quality in modern diagnosis. Individual efforts to become wiser from cumulative clinical experience, an uphill battle at best, lack the power to provide the intelligence needed to inform learning organizations. What is needed instead is a systematic approach, one that fully involves patients and possesses an infrastructure this is hard wired to capture and learn from patient outcomes. Nothing less than such a linking of disease natural history to learning organizations poised to hear and learn from patient experiences and physician practices will suffice.
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Taking Steps Towards a Safer Future: Measures to Promote Timely and Accurate Medical Diagnosis

The issue of diagnostic error is just emerging as a major problem in regard to patient safety, although diagnostic errors have existed since the beginnings of medicine, millennia ago. From the historical perspective, there is substantial good news: medical diagnosis is more accurate and timely than ever. Advances in the medical sciences enable us to recognize and diagnose new diseases. Innovation in the imaging and laboratory sciences provides reliable new tests to identify these entities and distinguish one from another. New technology gives us the power to find and use information for the good of the patient. It is perfectly appropriate to marvel at these accomplishments and be thankful for the miracles of medical science.

It is equally appropriate, however, to take a step back and consider whether we are really where we would like to be in regard to medical diagnosis. There has never been an organized discussion of what the goal should be in terms of diagnostic accuracy or timeliness and no established process is in place to track how medicine performs in this regard. In the history of medicine, progress toward improving medical diagnosis seems to have been mostly a passive haphazard affair.

The time has come to address these issues. Every day and in every country, patients are diagnosed with conditions they don’t have or their true condition is missed. Furthermore, patients are subjected to tests they don’t need; alternatively, tests they do need are not ordered or their test reports are lost. Despite our best intentions to make diagnosis accurate and timely, we don’t always succeed.

Our medical profession needs to consider how we can improve the accuracy and timeliness of diagnosis. Goals should be set, performance should be monitored, and progress expected. But where and how should this process be started? The authors in this supplement to The American Journal of Medicine focus on the physician’s role in diagnostic error; a variety of strategies are offered to improve diagnostic calibration and reduce diagnostic errors. Although many of these strategies show potential, the pathway to accomplish their goals is not clear. In some areas, little research has been done while in others the results are mixed. We don’t have easy ways to track diagnostic errors; no organizations are ready or interested to compile the data even if we did. Moreover, we are uncertain how to spark improvements and align motivations to ensure progress. Although our review focuses on overconfidence as a pivotal issue in an effort to engage providers to participate in error-reducing strategies, this is just one suggestion among many; a host of other factors, both cognitive and system related, contribute to diagnostic errors.

For all of these reasons, a broader horizon is appropriate to address diagnostic error. My goal in this commentary is to survey a range of approaches with the hope of stimulating discussion about their feasibility and likelihood of success. This requires identifying all of the stakeholders interested in diagnostic errors. Besides the physician, who obviously is at the center of the issue, many other entities potentially influence the rate of diagnostic error. Foremost amongst these are healthcare organizations, which bear a clear responsibility for ensuring accurate and timely diagnosis. It is doubtful, however, that physicians and their healthcare organizations alone can succeed in addressing this problem.

At least in the short term then, we clinicians seek to enlist the help of another key stakeholder—the patient, who is typically regarded as a passive player or victim. Patients are in fact much more than that. Finally, there are clear roles that funding agencies, patient safety organizations, oversight groups, and the media can play to assist in the overall goal of error reduction. What follows is advice for each of these parties, based on our current—albeit incomplete and untested—understanding of diagnostic error (Table 1).

HEALTHCARE SYSTEMS

Leaders of healthcare systems recognize the critical role their organizations play in promoting quality care and patient safety. Unfortunately, in the eyes of organization leaders, “patient safety” typically refers to injuries from falls, nosocomial infections, the “never” events, and medication...
errors. Healthcare leaders need to expand their concept of patient safety to include responsibility for diagnostic errors, an area they traditionally have been happy to relegate to their physicians. Surprisingly, most diagnostic errors in medicine involve factors related to the healthcare system. Addressing these problems could substantially reduce the likelihood of similar errors in the future. Even the cognitive aspects of diagnostic error can to some extent be mitigated by interventions at the system level. Leaders of healthcare organizations should consider these steps to help reduce diagnostic error.

System-related Suggestions

Ensure That Diagnostic Tests Are Done on a Timely Basis and That Results Are Communicated to Providers and Patients. Insist that tests and procedures are scheduled and performed on a timely basis. Monitor the turn around time of key tests, such as x-rays. Ensure that providers receive test results and that a surrogate system exists for providers who are unavailable. Unless this system functions flawlessly, establish a pathway for patients to receive critical test abnormalities directly, as a backup measure.

Optimize Coordination of Care and Communication. Develop electronic medical records so that patient data is available to all providers in all settings. Encourage interpersonal communication among staff via telephone, e-mail, and instant messaging. Develop formal and universal ways to communicate information verbally and electronically across all sites of care.

Continuously Improve the Culture of Safety. Include diagnostic errors as a routine part of quality assurance surveillance and review; identify any adverse events that appear repeatedly as possible examples of normalization of deviance. Monitor consultation timeliness. Ensure medical records are consistently available and reviewed. Strive to make diagnostic services available on weekend/night/holiday shifts. Minimize distractions and production pressures so that staff have enough time to think about what they are doing. Minimize errors related to sleep deprivation by attention to work hour limits, and allowing staff naps if needed.

Suggestions Regarding Cognitive Aspects of Diagnosis

Facilitate Perceptual Tasks. Take advantage of suggestions from the human-factors literature on how to improve the detection of abnormal results. For example, graphic displays that show trends make it more likely that clinicians will detect abnormalities compared with single reports or tabulated lists; use of these tools could allow more timely appreciation of such matters as falling hematocrits or progressively rising prostate-specific antigen values. Computer-aided perception might help reduce diagnostic errors (e.g., as adjunct with mammograms to detect breast cancer). Controlled trials have shown that use of a computer algorithm can improve both the specificity and sensitivity of cancer detection more than an independent reading by a second radiologist.

Provide Tools for Decision Support. Provide physicians with access at the point of care to the Internet, electronic medical reference texts and journals, and electronic decision-support tools. These resources have substantial potential to improve clinical decision making, and their impact will increase as they become more accessible, more sophisticated, and better integrated into the everyday process of care.

Have Appropriate Clinical Expertise Available When It’s Needed. Don’t allow front-line clinicians to read and interpret x-rays. Ensure that all trauma patients are seen by a surgeon. Facilitate referral to appropriate subspecialists. Ensure that trainees are appropriately supervised. Encourage second readings for key diagnostic studies (e.g., Pap smears, anatomic pathology material that is possibly malignant) and encourage second opinions in general.

Enhance Feedback to Improve Physician Calibration. Encourage discussion of diagnostic errors. Encourage and reward autopsies and “morbidity and mortality” conferences; provide access to electronic counterparts, such as “Morbidity and Mortality (M & M) Rounds on the Web” sponsored by the Agency for Healthcare Research and Quality (AHRQ). Establish pathways for physicians who saw the patient earlier to learn that the diagnosis has changed.

PATIENTS

Patients obviously have the appropriate motivation to help reduce diagnostic errors. They are perfectly positioned to prevent, detect, and mollify many system-based as well as cognitive factors that detract from timely and accurate diagnosis. Properly educated, patients are ideal partners to help reduce the likelihood of error. For patients to act effectively in this capacity, however, requires that physicians orient them appropriately and reformulate, to some extent, certain aspects of the traditional relationship between themselves and their patients. Two new roles for patients to help reduce the chances for diagnostic error are proposed below.

Be Watchdogs for Cognitive Errors

Traditionally, physicians share their initial impressions with a new patient, but only to a limited extent. Sometimes the suspected diagnosis isn’t explicitly mentioned, and the patient is simply told what tests to have done or what treatment will be used. Patients could serve an effective role in checking for cognitive errors if they were given more information, including explicit disclosure of their diagnosis, its probability, and instructions on what to expect if this is correct. They should be told what to watch for in the
upcoming days, weeks, and months, and when and how to convey any discrepancies to the provider.

If there is no clear diagnosis, this too should be conveyed. Patients prefer a diagnosis that is delivered with confidence and certainty, but an honest disclosure of uncertainty and the probabilistic nature of diagnosis is probably a better approach in the long run. In this framework, patients would be more comfortable asking questions such as “What else could this be?” Exploring other options is a powerful way to counteract our innate tendencies to narrowly restrict the context of a case or jump too quickly on the first diagnosis that seems to fit.

Be Watchdogs for System-related Errors

In a perfect world, all test results would be reliably communicated and reviewed, all care would be well coordinated, and all medical records would be available and accurate. Until then, the patient can play a valuable role in combating errors related to latent flaws in our healthcare systems and practices. Patients can and should function as back-ups in this regard. They should always be given their test results, progress notes, discharge summaries, and lists of their current medications. In the absence of reliable and comprehensive care coordination, there is no better person than the patient to make sure information flows appropriately between providers and sites of care.

OTHER STAKEHOLDERS

Oversight organizations such as the Joint Commission recently have entered the quest to reduce diagnostic error by requiring healthcare organizations to have reliable means to
communicate test results. Healthcare organizations by necessity pay attention to Joint Commission expectations; these expectations should be expanded to include the many other organizational factors that have an impact on diagnostic error, such as encouraging feedback pathways and ensuring the consistent availability of appropriate expertise.

Both the lay media and professional journals could further the cause of accurate and timely diagnosis by drawing attention to this issue and ensuring that diagnostic error receives a balanced representation as a patient safety issue. The media also must acknowledge a responsibility to promote a culture of safety by desensationalizing medical error. If there is anything to be learned from how aviation has improved the safety of air travel, it is the lesson of continuous learning, not only from disasters but also from simple observation of near misses. The media could substantially aid this effort in medicine by emphasizing the role of learning while deemphasizing the emphasis on blame.

Thus far, funding agencies have underemphasized diagnostic error in favor of the many other aspects of the patient safety problem. This type of error is not regarded as one of the low-hanging fruit. Although diagnostic error is estimated to cause an appreciable fraction of the adverse events related to medical error, funded grants related to diagnosis are scarce. An obvious problem is that the solutions are less apparent for diagnostic errors than other types of mistakes (e.g., improper medication), so perhaps this imbalance simply reflects a lack of grant applications. If the funding were available, applications would follow.

Patient safety organizations could play a substantial role in advancing diagnostic accuracy and timeliness simply by bringing attention to this issue. This could take the form of dedicated conferences, or perhaps simply advancing diagnostic error as a featured theme at patient safety conferences and gatherings. In addition to drawing attention to the problem, these forums play an invaluable role in bringing together people interested in solutions, thus allowing for networking and synergies that can more rapidly lead the field forward.

CONCLUSION

In summary, the faint blip of diagnostic error is finally growing stronger on the patient safety radar screen. An increasing number of publications are drawing attention to this issue. Research studies are starting to appear that use human factors approaches, observational techniques, or health services research protocols to better understand these errors and how to address them. In the proper order of things, our knowledge of diagnostic error will increase enough to suggest solutions, and patient safety leaders and leading healthcare organizations will begin to outline goals to reduce error, measures to achieve them, and monitors to check progress. A measure of progress will be the extent to which both physicians and patients come to understand the key roles they each can play to reduce diagnostic error rates. For the good of all those who are affected by diagnostic errors, these processes must start now.
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